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1. Introduction

The problem of solving systems of polynomial equations has been, and
will continue to be, one of the most important subjects in both pure and
applied mathematics. The need to solve systems of polynomial equations oc-
curs frequently in various fields of science and engineering, such as formulae
construction, geometric intersection, inverse kinematics, robotics, computer
vision, and the computation of equilibrium states of chemical reaction equa-
tions.

In this article, we will focus on solving binomial polynomial systems:
Systems of polynomial equations in which each equation contains exactly two
terms. Binomial polynomial systems (or simply binomial systems) repre-
sents an important class of polynomial systems. While the solution structure
of binomial systems is interesting in its own right, it actually plays a crucially
important role in solving general polynomial systems numerically. (We will
elaborate this in details in Section 5.1.) Moreover, binomial systems have
direct connections to lattice ideals [34] and toric varieties |9, 15|, which admit
vast applications.
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We will take a computational point of view in this article to outline the
different ingredients needed to solve binomial polynomial systems exactly and
numerically. To facilitate the discussion, Section 2 introduces notations and
conventions to be used. Section 3 discusses the structure of solution sets of
binomial systems and their important properties. Section 4 investigates differ-
ent aspects in solving binomial systems from a computational point of view.
In particular, we will discuss the problems in computation when the coeffi-
cients of the binomial systems are not provided exactly. Among various kinds
of applications for binomial systems, we present, in Section 5, two important
and interesting applications. First one illustrates the heavy reliance on solv-
ing binomial systems when solving general polynomial systems by the efficient
polyhedral homotopies. Second example highlights the needs and difficulties
in solving binomial systems that arose in supersymmetric gauge theory in the-
oretical physics. Finally, for solving larger binomial systems from applied
sciences, parallel computation becomes inevitable. Section 6 showcases some
recent developments in the parallel implementation of solvers for binomial
systems.

2. Notations and concepts

Throughout this article, vectors are denoted by boldface letters while ma-
trices are denoted by capital letters, and M), x.,(Z) denotes the set of all nxm
matrices of integer entries. A square integer matrix is said to be unimodular
if its determinant is +1; subsequently, a unimodular matrix in M,, «,,(Z) must
have an inverse that is also inside M,,x,(Z) by Cramer’s rule.

Though the focus of this article is the binomial systems, it is convenient,
and almost necessary, to extend the scope of our discussion to more general
Laurent binomial systems given as follows. For ¢ = (z1,...,x,) and an integer
column vector @ = (ag,...,a,)" € Z", the “vector exponent” notation is
commonly used for the Laurent monomial:

aq
wa:(:("l?"',a?n) Qn :x?l .”aj’raL""
Similarly, for an integer matrix A € M, x,(Z) with columns a(l), o ,a(m) c

Z", the “matrix exponent” notation is used for a system of Laurent monomials:

@ o oam 1 m
(1) xt = a:(a al™) = (:co‘( : ™ )).

g oo ey
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Since the exponents here may be negative, it is natural to require each x; to
be nonzero, i.e., z; € C* = C\ {0} for each i = 1,...,n. So the variables take
values in (C*)™ which has a natural group structure given by the component-
wise multiplication

(@1, @) @ (Y1, Yn) = (@1 Y1, - Tn Y-

Those notations are particularly convenient, since the familiar identities such
as

(2) (xoy)? =z o y* and (x4)? =248

still hold. A Laurent polynomial is a linear combination of Laurent mono-
mials, i.e., an expression of the form > ;" cka:o‘(k) where each ¢, € C and
a®) € 7. The set of all such Laurent polynomials naturally forms a ring un-
der the usual polynomial addition and multiplication. A Laurent binomial
is a Laurent polynomial having exactly two terms with nonzero coefficients!,
i.e., it is an expression of the form c;x® + coxP for some ci,co € C* and
a,3 € Z"™. Even though much of the established theory is widely applicable
to Laurent binomials over arbitrary algebraically closed fields, in this article,
however, our attention is restricted to those with complex coefficients. The
focus here is solving systems of Laurent binomials equations, or simply Lau-
rent binomial systems, over (C*)™. More formally, given exponent vectors
al, . .,a(m),ﬁ(l), . ,ﬁ(m) € Z" and the coefficients ¢; ; € C*, the goal is
to describe the set of all € (C*)™ that satisfies the system of equations

(1) (1)
01’1113& —|—01’2$B =0

(m)
=0.

Cm,lwa(m) + cm,2wﬁ
Concerning the solution set in (C*)™, this system is clearly equivalent to

(wa(l),l@(D wa(M),ﬁ(M)>

TN = (—01,2/01,1,‘--,—Cm,Z/Cm,l)‘

With more compact “matrix exponent” notations in (1), this system can sim-
ply be written as

(3) zt =b

LAn alternative definition for a Laurent binomial that is often used is “a Laurent poly-
nomial with at most two terms with nonzero coefficients”. This definition would include
Laurent monomials as a special case. However, since monomial equations are trivial to solve
from a purely computational point of view, here we choose to use the more strict definition.
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where the integer matrix A € M, «,(Z), having columns a(l)—ﬁ(l), o alm—
B(m), represents the exponents appeared in the Laurent monomials and the
vector b = (—ci12/c11,..., —Cm,2/Cm,1) € (C*)™ collects all the coefficients.
In this article, we often take (3) to be the standard form of a Laurent bino-
mial system, with which one must bear in mind that for A € M, xn(Z), n
represents the number of variables and m represents the number of binomial
equations in the system.

3. Solution sets of Laurent binomial systems

In this section, we outline the structural theory of the solution set of a
Laurent binomial system as well as the means by which one could study the
important properties of the solution set with regard to its dimension, number
of components, smoothness, degree, and global parametrizations. The details
of a more general theory can be found in [9], [12], [15], and [34].

An important tool in understanding the structure of the solution set of
a Laurent binomial system x4 = b (in its standard form (3)) is the Smith
Normal Form of the exponent matrix A: It is known that for integer matrix
A, there are unimodular square matrices P € M,,«,(Z) and Q € My, xm(7Z)
such that

r m—r
dy

.. rr

(4) PAQ = d,
0
v — 1
0

with nonzero integers dy |dz| -+ - | d, for r = rank A, unique up to the signs.

Here, a|b means a divides b as usual. This decomposition of the matrix A
provides important geometric information about the solution set of &# = b
in (C*)™ summarized in the following proposition:

PROPOSITION 1. If the solution set of x* = b in (C*)™ is not empty, then
it consists of a finite number of connected components. Furthermore,
1. the number of solution components is exactly ’H;:1 dj|;
2. each solution component has codimension equals rank A = r; and
3. each solution component is smooth.



Solutions to systems of binomial equations 11

We shall not include the proof of this proposition here, as it is subsumed
in the more concrete description of the solution set in Proposition 2. (Also,
this proposition can be considered as a corollary of [12, Theorem 2.1| when
the theorem is applied to Laurent binomial systems defined over C.)

For P and @ in the Smith Normal Form of A in (4), let P, € M, «,(Z)
and Py € M,y xn(Z) be the top r rows and the remaining n — 7 rows of
P respectively. Similarly, let Q, € My,x,(Z) and Qo € M, (m—r)(Z) be the
left r columns and the remaining m —r columns of ) respectively. With these
notations, the Smith Normal Form of A can be written as

®) (F)a@ e=(5 o)

with D = diag(di,...,d,) € M,x,(Z) and 0’s representing zero block matrices
of appropriate sizes.

The square matrix @ in (4) induces a map y +— y®. This map is an
automorphism of (C*)™, since @ is unimodular (and hence has an inverse in
M,y xm(Z)). Thus, considering the solution set in (C*)", the original Laurent
binomial system x4 = b is equivalent to

()9 =249 = bY.
Similarly, since P in (4) is a unimodular n x n matrix, the map z + 2% is

also an automorphism of (C*)™. So the solution sets remain equivalent after
the change of variables & = 2%, and the Laurent binomial system becomes

(2P)A@ = 2P4Q — (T 8) = (2(58),2(8)) = p? = (b, p),

Since D = diag(dy,...,d,) € M,x,(Z), the original system x# = b can now
be decomposed into a combined system

(dl )

(6) (21, .-, 2) ) =

(7) 1=p

(8) Zpdly...y2n i Iree

where (7) appears when r < m with 1 = (1,...,1) € (C*)™™ ", and (8)

appears when r < n. The word “free” in (8) means the system imposes no
constraints on the n — r variables z,11,..., 2.
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Focusing on this decomposed system, it is clear that if r < m, then the
system is inconsistent unless 1 = b%°. If the system is consistent (namely, (7)
holds), then, when r = n, the solutions to (6) are exactly

zlzezk”/dlcl for k1 =0,...,dy—1
Zo = 62k2ﬂ'/d2C2 for ]{72 = 0, ey d2 -1

(9)

2y = erT”/dTQ for k.=0,...,d.—1

where each (; is a fixed choice of the d;-th root of j-th coordinate of be.
Clearly, all of them are isolated and the total number of these solutions is
| H;:l d;| = |det D|. If r < n, then the solution set of the decomposed system
in (C*)™ breaks into “components” of the form {(e2*17/di¢,, ... e*kr7/dr¢,.
Zri1y---s2n) ¢ (Zr41,---,2n) € (C*)"7 7}, and they are in one-to-one corre-
spondence with solutions in (9). Since each component is parametrized by
the n —r free variables z,.41, ..., zp, it is smooth and of dimension n —r. Fur-
thermore, they are disjoint, because these components have distinct 21, ..., 2,
coordinates. Note that the term “components” used here simply means con-
nected components. A deeper meaning of the term is given in Remark 1
below.

To translate the above description of the (C*)™-solution set of the decom-
posed system (in z) into a description of the solution set of the original system
x4 = b in (3), one may simply apply the change of variables £ = 2. Since
this map is given by monomials with an inverse z = x” ~' that is also given
by monomials (hence a bi-regular map [21]), it therefore preserves the basic
properties of the solution set, such as, the number of solution components as
well as their dimension and smoothness.

In summary, the above elaborations assert the following proposition.

PROPOSITION 2. For the solution set of x* = b in (C*)", let P,Q, Qo and
D be those matrices appeared in the decompositions of A in (4) and (5):

If 1 # b0 then the binomial system is inconsistent, and hence its solution
set in (C*)™ is empty.

If 1 = b9 then the solution set of & = b in (C*)™ consists of | ngl d;| =
| det D| components Vi, . forks €{0,...,dy —1},... k € {0,...,d.—1}.
Each component Vi, ., is smooth of dimension n—r, and it is parametrized
by the smooth global parametrization ¢, . i, : ((C*)("’T) — Viey ...k, given by

(10) gbkl,“.,k‘T (tly e ;tnfr) = (erlﬂ/dl Clv ey eszW/dTCTu t17 e 7tn7’r’)P

where each (; is a fived choice of the dj-th oot of the j-th coordinate of b<.
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Note that this proposition includes both cases: the solution set of 4 =
b in (C*)™ consists of isolated points or components of positive dimension.
When r = n, the components are zero-dimensional, i.e., they are isolated,
and the “parametrizations” ¢, . . are simply constant maps, each of which
describes a single isolated point.

REMARK 1. With the notations introduced in (2), the global parametriza-
tion of each component, given in Proposition 2, ¢g,, . %, : (C*)"™" = Vi, &,
can be written as

¢k17...7kr (t) - (€2k17r/d1 Cla sy e2kr7r/d7~<r’ t)P

— tPO ° (62k1ﬁ/d1 Cl, . 62kr,.ﬂ/d7~CT)Pp.

e
This illuminates another geometric feature about the solution set of a Laurent
binomial system: components of the solution set with positive dimension can
be expressed as conjugate orbits of a (C*)™~"-action induced by the matrix FPp.

As indicated in Proposition 2, for a consistent Laurent binomial system
x? = b where A € My« (Z) with r = rank(A) < n, each component of
the solution set in (C*)™ will be of dimension n —r > 0. In this situation,
for both theoretical interests and demands in application, one often wishes to
identify another important invariant: the degree of the components. Degree
is a classic concept developed for plane algebraic curves, e.g., the quadratic
equation y — 22 = 0 defines a quadratic curve: the parabola. This notion
generalizes directly to the case of hyper-surfaces of the complex projective
space where the degree is simply the degree of a minimal defining homogeneous
polynomial. The more general notion of degree is usually defined in a purely
algebraic setting: The degree of a projective algebraic set, i.e., the solution
set of a system of homogeneous polynomial equations, is defined to be the
leading coefficient of the Hilbert Polynomial of its homogeneous coordinate
ring multiplied by the factorial of its dimension [21]. For an affine algebraic set,
the degree can be defined as the degree of its projective closure: the smallest
projective algebraic set that contains it. Fortunately, this abstract definition
has a more concrete geometric interpretation: the degree of an algebraic set
is also the number of its intersection points with a generic linear space of
complementary dimension (a very special case of [21, Theorem 7.7]). The
word “generic” here simply means that those linear spaces belong to a fixed
set that is open and dense in the space of all linear spaces. It can be shown
that the number of intersection points here is a fixed number with regard
to different generic linear spaces. This interpretation is indeed the basis of a
successful algorithm for computing the degree of a solution component as a by-
product of computing “witness sets” [37]. Moreover, with this interpretation
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the degree of its solution set of binomial systems can be computed much easily
through methods in combinatorial geometry.

PROPOSITION 3. Let A € My, xm(Z), r =rank A, and Py = (p((]l), . ,p(()n))
be the matriz appeared in (5). Ifr < n, then for each solution component of the
consistent Laurent binomial system & = b in (C*)", as given in Proposition
2, its degree is

(n _ 7")' . Volnfr(COIlV{pélk ce ,Pén)a 0})

where 0 = (0,...,0)T € R"™" and columns pél), . ,pgn) of the matriz Py
are considered as points in R™~". The notation conv denotes the operation of
taking convex hull, and Vol,_, is the volume of a convexr body in R™"™" with
the 1 X --- x 1 hypercube having unit volume.

While a proof of this proposition, via the route of Hilbert polynomials,
can be found in [9] and [15], an alternative proof which suggests our strategy
in computing the degree of the solution component is given below. First, we
need the following theorem:

THEOREM 1 (Kushnirenko [26]). Consider the system of k equations

(2) €9
+"'+Cl,k$a =0

(£)
_~_...+C2’kmﬂ =0

(1)
ci1z® " +cpoz®

(1) (2)
C27133a + 6272.’13‘1

(2) (€)

=0

Ck,lma(l) + Ck’2xa + . + Ck,kwa
in k wvariables * = (x1,...,x) in which every equation has the same set
of monomials determined by exponent vectors aV),... .a®) e ZF. With

“generic” coefficients c; ; € C*, the solutions of this system in (C** are all
isolated and nonsingular. The total number of these isolated solutions is

k!- Vol (conv{a™®, ... a*)}).

Here, the term “generic” can be understood as “almost all”. Its precise
meaning, which is much stronger, can be found in [26]. This theorem is
a special case of the more general Bernshtein’s theorem [4] which will be
provided in Section 5.1. The number of isolated solutions given by both the
Kushnirenko’s theorem and the Bernshtein’s theorem is now commonly known
as the BKK bound of the system.



Solutions to systems of binomial equations 15

PROOF OF PROPOSITION 3. In the proof, we shall take the degree of an
algebraic set in (C*)™ to be simply the fixed number of its intersection points
with a “generic” affine space of complementary dimension.

Let V be a solution component of & = b with dimension d =n —r > 0.
The focus here is its intersection with a generic affine space of dimension
r = n — d represented by the solutions of a system of d linear polynomial
equations

€1,1T1 +C12T2 + -+ C1pTp +c10 =0
C2,1%1 + C22%2 + -+ + Coa Ty +C20 =0
€4,1T1 + €4 2T2 ++ + C4nTyn +cqo0 =0

having generic complex coefficients {c;}. Considering its geometric inter-
pretation, the degree of V is simply the number of @ € V that satisfies
the above equations. Moreover, by Proposition 2 and Remark 1, the com-
ponent V has a global parametrization given by & = ¢(t) = y et/ for
some fixed y = (y1,...,9n) € (C*)" as t ranges through (C*)¢. Since
Py = (p((]l)7 . ,p(()n)), T = Yk - 70" for k = 1,...,n. With these, the degree
of V' is the number of isolated solutions of the system of Laurent polynomial
equations

(1) (2) (n)
c1,1Y1tP0 + i oyotPo 4 F e pynt?o 1o =0

(1) (2) (n)
C2,1Y1tP0 + o oyotPo 4 -+ o Yt + g =0

(11)
(1) (2) (n)
ca1Y1tPo + caoy2tPo + -+ cagnyntPo +cqo =0

in (C*)?. This is a system of d equations in d variables ¢ = (t1,...,t4) with
generic coefficients. Most importantly, all equation in the system have exactly
the same set of monomials 76 yeee ,t”t()n) together with a constant term. By
Theorem 1 above, the solutions of this system in (C*)? are all isolated and
the number of those isolated solutions is

d! -Vold(conv{pgl), . ,pg”),O}). O

From the above proof, the degree of a solution component of a Laurent
binomial system can be understood as the number of the C*-solutions of
certain Laurent polynomial system given by its BKK bound.



16 Tianran Chen, Tien-Yien Li

4. Solving Laurent binomial systems: computational aspects

The main theme of this article is the computation methods for solving a
Laurent binomial system of the form 4 = b in (C*)" with A € M,,»,,(Z). Ifb
is given exactly, then a practical algorithm can be deduced from Proposition
2 to describe the solution of 4 = b in (C*)" exactly (with no numerical
error). Indeed, as long as the Smith Normal Form of A and those matrices
Py, P, Qo, @, in (5) are computed, one can explicitly describe the dimension,
number of components, and global parametrizations of the solution set in
(C*)™. Of course, when the solution set consists of isolated points only, the
exact solutions can be listed. This algorithm has been implemented in software
packages such as: Macaulay?2 [19] package Binomials [25]? developed by Thomas
Kahle and the “symbolic” binomial system solver included in Hom4PS-3 [6].

REMARK 2. For a Laurent binomial system x“ = b having only isolated
solutions, a potentially more efficient algorithm utilizing the Hermite Normal
Form (instead of Smith Normal Form) of A is often preferred. Such algorithm
is outlined in [30] and has been implemented in software packages such as
Hom4PS-2.0 [28], Hom4PS-3 [6], PHCpack [38], and PHoM |[20].

When the solution set consists of positive dimensional components, Propo-
sition 3 provides a computationally viable means for computing the degree of
each component as the volume of certain convex polytopes. The volume com-
putation of convex polytopes is a well studied subject (see [5] for a broad
survey). There are several software packages designed to carry out the vol-
ume computation, such as ghull [2], Vinci [14], etc. In the proof of Proposition
3, another strategy for the degree computation was suggested: the degree
is also given by the BKK bound of certain Laurent polynomial system. We
may therefore find the corresponding Laurent polynomial system first, and
compute its BKK bound for the degree. There are many mature software
packages specialized for computing the BKK bound, including MixedVolume
[13], DEMICs [35], Gfan [24], MixedVol [16], MixedVol-2.0 [27], and MixedVol-3
[7]. In the computation results presented in the later part of this article, the
software package MixedVol-3 is used. Utilizing a robust numerical technique
known as “mixed cells enumeration”, MixedVol-3 produces outstanding per-
formance and exhibits a great parallel potential in computing the degree as
shown in Section 5.2 and Section 6.2.

2Actually, Binomials goes much beyond what have been described above. It is capable
of finding more general structure of binomial ideals, ideals generated by binomial systems,
such as performing primary decomposition as well as carrying out computation over fields
other than C.
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All in all, when the coefficients b in the system x4 = b is given in the
exact form (with no numerical error), then Propositions 2 and 3 give practi-
cal algorithms for computing the dimension, the number of components, the
parametrizations (including listing isolated solutions), and the degree of so-
lution components with positive dimension of the solution set of the Laurent
binomial system in (C*)™.

For problems from applied sciences, it is often the case that the coefficients
of the input binomial systems are just given approximately. Such systems,
containing errors, can be written as

i =b+e

where € € C™ with ||€]| very small. For these systems, accurately approxi-
mating the solutions of 4 = b or even determining the consistency of the
problem generally yields a tough challenge. The main reason is, the algorithms
mentioned above for describing the solution sets can be extremely sensitive to
the perturbation in b. To illustrate this, consider a simple Laurent binomial
system x4 = b with

3 2 3 4 25
6 -3 8 -3 8 7
9 57 3 6 5
(12) A=11 9 3 4 5 6|
1 0 2 0 50
1 2 0 -3 0 5

x = (1,22, T3, T4, Ts5,26), and b = (b1, ba, b3, by, bs, bg). This system involves
only fairly small powers of z;’s. Amazingly, after applying the direct algorithm
based on the computation of the Smith Normal Form of matrix A, numerical
error in b on the scale of one in a million could be magnified to more than
100% relative error in the solution! In more details, a direct computation of
the Smith Normal Form PA @ of A results in the unimodular matrices

0 0 0o 0 0 1 —19 —763 —499 —33 —756 2611109
0 0 0 0 1 0 56 2268 1484 98 2248 7764251
p—[0 o 0 1 0 0 Q= 82 3327 2177 144 3298 —11390792
=10 o0 1 0 0 0 » W T —11 —439 —287 —19 —435 1502424
1 —1500 1369 —482 —1526 —74 —29 —1178 —771 —51 —1168 4034095
2 —3001 2739 —963 —3051 —148 —25 —1018 —666 —44 —1009 3484933

To proceed, the computation of b@ required by the direct method would then
involve monomials such as

p2:611,109 5 ~7,764,251 § ~11,390,792 1,502,424 ;4,034,095 3,484,933
1 2 3 4 5 6
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which contains exponents on the scale of tens of millions. Consequently, very
small numerical error in b;’s could be magnified to an unacceptable level.
Table 1 shows the relative error produced after a random perturbation on the
scale of one in a million.

Table 1. Relative error in the solutions produced by the direct symbolic
algorithm for the Laurent binomial system (12) after a random perturba-
tion of the coefficients on the scale 0.0001% (one millionth). Five (among
6910) solutions that produce biggest relative error are listed along with
the average relative error

Solution #1 #2 #3 #4 #5 | Avg.
Rel. error | > 100% | > 100% | ~ 100% | ~ 100% | ~ 100% | 54%

REMARK 3. For binomial systems whose coefficients are all on the unit
circle, i.e., |b;] = 1 for each i, such numerical problems can be greatly alle-
viated (or even completely eliminated) by simply solving for log « instead of
x itself: With some branch of the (complex) logarithm log: C* — C, write
logx = (log 1, ...,logxz,), then it is easy to verify that the solution @ of the
system x” = b must satisfy

(logx)A = logb.

This technique has been widely used. In particular, almost all software pack-
ages implementing “polyhedral homotopy continuation method” (as described
in Section 5.1) have employed this technique for solving binomial systems. A
detailed analysis of this approach can be found in [39]. Nonetheless, one must
notice that this technique requires the computation of logb. Since logarithm
becomes infinitely sensitive to changes near 0, this technique may not be as
safe when some b; is close to 0.

For practical needs, we propose, in the following two subsections, alter-
native numerical methods for approximating solutions and determining the
consistency for Laurent binomial systems with coefficients being given ap-
proximately.

4.1. A homotopy continuation method for solving binomial
systems with approximated coefficients

In this section, a homotopy-based method is proposed which is capable
of eliminating numerical difficulties illustrated above. Here let us assume
the binomial system x4 = b with A € M, x,,(Z) of rank r is consistent.
The issue of numerically determining the consistency will be discussed in
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Section 4.2 instead. Furthermore, let us assume, without loss of generality,
m = r = rank A. Recall that when n > r, by Remark 1, the components of
the solution set of £4 = b in (C*)™ (each of dimension n —7) can be expressed
as conjugate orbits under a (C*)"~" action. It hence suffices to obtain just
one point in each orbit. For this purpose, it is evident in the construction of
(6) that the original system &4 = b of m = r equations in n > r variables
can be replaced by a system of r equations in r variables. More precisely, by
Proposition 2, the solutions of the system of r equations

“’1)PA )PTA —b

(21, 2r, 1y = (21, 2r
in exactly r variables z1, ..., z, in (C*)" are in one-to-one correspondence with
the components of the solution set of the original system & = b in (C*)" via
the map

(21, Ceey Zr) — {(Zl, RN S AT ,tn_T)P : (tl, L 7tn—r) € (C*)n—r}
Note that the exponent matrix P.A of (z1,...,2,)4 = b is a r x r matrix
of rank r. It is therefore sufficient to restrict our attention to the systems of
the form x* = b where A is an n x n matrix of full rank.

In our new homotopy-based approach, the target binomial system 4 = b
is deformed into a closely related “starting system”

=
by the homotopy function
(13) H(z,t)=x* — (1 —t)y—tb, tel0,1],

where v = (v1,...,7) = (£1,...,£1) with each v; having the same sign as
the real part of b;. Clearly, H(x,0) = x” — ~ is the starting system and
H(x,1) = 2 — b is the target system. In the following proposition, it will be
shown that as ¢ varies from 0 to 1, the corresponding solutions of H(x,t) =0
also vary smoothly, forming smooth solution paths connecting the solutions of
the starting system to the solutions of the target system. The reason to assign
+1 to 7; is twofold: First, the expression % (required to turn the system into
2PAQ = ~@) can be computed with ease since any power of +1 is still +1
depending on the parity of the exponent. Second, since all the coefficients
are exact (carrying no numerical error), the purely symbolic algorithm can be
applied to solve the starting system with no needs to concern the numerical
stability.
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PROPOSITION 4. Under the assumption that A is an n X n matrix with
full rank, the solution set of

Hz,t)=z*—(1—-t)y—tb=0
in (C*)™ x [0, 1] consists of smooth paths parametrized by t.
(i)

PROOF. Let h; be the i-th component of H. Since h;(x,t) = ¢
t)y; — tby, it follows that

—(1-

Therefore the Jacobian matrix Hy of H(x,t) with respect to x is

M n M
a1 xe® g L ggx® Ty L a1 x* T, 1
(2 @ - 2 _
a1 x| 1 a2 " T4 o An2x® T, 1
(n) _ (n ) _
a1nT® T 1 AT T4 Lo Apnx® xnl
which can be factorized as
M
a —1
€T © ai1 a1 ... Gpi T,
—1
x® a2 Q22 ... Qap2 Ty
zot™ Gln Q2 ... Qg x, !

The matrix in the middle of this factorization is exactly AT which is nonsingu-
lar by assumption. Since x € (C*)™, the two other factors are also nonsingular.
Therefore the matrix H,(,t) is nonsingular at any point (x,t) € (C*)"x(0,1)
that satisfies H(x,t) = 0. At such a point (x,t), by the implicit function theo-
rem the solutions of H(x,t) = 0 near (x,t) form a smooth path parametrized
by t. This is true at any solution point, so such smooth solution path can be
extended indefinitely on the t-direction unless it escapes (C*)™. But that is
impossible, since the sign of each v; in v = (£1,...,£1) is chosen so that

(I—-t)y+tb € (C)* forall te]0,1].

Hence, for all ¢t € [0,1], the number of solutions of H(x,t) = 0 in (C*)" is
fixed: it always equals |det A|. Consequently, solution paths cannot escape
(C*)™. Therefore all solutions path can be extended smoothly to the entire
t-interval of [0, 1]. O
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Now, the well developed path tracking algorithms in the numerical con-
tinuation methods can be applied to track the smooth solution paths defined
by H(x,t) = 0 originating at the known solutions of the starting binomial
system and ending at the solutions of the target binomial system. Here we
refer to [1], [30], and [37] for the basic theory of path tracking algorithms.
This homotopy-based algorithm is implemented in Hom4PS-3 [6].

Remarkable improvement of the results by this algorithm is shown in Ta-
ble 2: For the example in (12), the relative error produced after perturbation
is roughly on the same scale as the perturbation itself.

Table 2. Relative error produced by the homotopy based algorithm for the binomial
system (12) after a random perturbation of the coeflicients on the scale 0.0001% (one
millionth). The five solutions listed in this table are the same as those listed in

Table 1

Solution #1 #2 #3 #4 #5 Avg.
Rel. error | <107%% | <1073% | <1073% | <1072% | <1073% | < 1073%

4.2. Verifying the consistency numerically

While the binomial system is assumed to be consistent throughout previous
sections, in the more general cases, as stated in Section 3, when the number
of equations in the given binomial system &“ = b is greater than the rank
of the matrix A, the system may become inconsistent. Recall that, with the
notations in (5), the system is consistent if and only if

b =1

where 1 = (1,...,1) € (C*)™~". So the question of the consistency of the
binomial system can be answered by simply verifying the above equality. This
can certainly be achieved quite easily when b is given in exact form. For bino-
mial systems where b is only given approximately, however, checking whether
or not b%° = 1 is an ill-posed problem from numerical points of view and
should be avoided at all cost. After all, a generic perturbation in b, however
small in magnitude, will break the above equality.

It is thus necessary to rephrase the question of consistency into a question
of closeness: How close is the binomial system from being consistent? More
precisely, let W be the algebraic set in (C*)™ defined by

b =1

then the binomial system is consistent if and only if the given b lies in W. In
this context, the distance between b and the smooth part of W may be used
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as a reasonable measure of how close the given binomial system is to being
consistent. Under this interpretation, this problem becomes well-posed, and
can be answered via numerical computation.

While the distance between a point and an algebraic set may be generally
difficult to compute, the distance in the log-norm space can be obtained quite
easily: it is easy to verify that b =1 is equivalent to

(Re(logb)) - Qo =0
(Im(logb)) - Qo =0 (mod2m)

where Re and Im denote the component-wise real and imaginary parts re-
spectively. So the distance, in the log-norm sense, can be computed simply as
the distance between Re(log b) and the kernel of )y and the distance between
Im(log b) and the kernel of Qo modulo 27.

5. Applications

For binomial systems, there is a wide range of application in sciences,
engineering, and mathematics. In this section, two particularly interesting
and important applications are presented.

5.1. Polyhedral homotopy for solving general polynomial systems

In the 90’s, a considerable research effort in Europe had been directed to
the problem of solving polynomial systems in two consecutive major projects,
PoSSo (Polynomial System Solving) and FRISCO (FRamework for Integrated
Symbolic/numerical COmputation), supported by the European Commission.
Those research projects focused on the development of the well-established
Grdbner basis methods within the framework of computer algebra. Their re-
liance on symbolic manipulation makes those methods seem somewhat limited
to relatively small problems. In 1977, Garcia and Zangwill [17] and Drexler
[11] independently discovered that the homotopy continuation method could
be used to find the full set of isolated solutions to a polynomial system numer-
ically. In the last several decades, the method has been quite well established
and proved to be reliable and efficient. Note that continuation methods are
the method of choice to deal with general nonlinear systems of equations nu-
merically and globally as illustrated by the extensive bibliography listed in [1]
where general ideas of the method were discussed.
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The state of the art of the homotopy continuation method for solving
general polynomial systems is the polyhedral homotopy method initiated by
B. Huber and B. Sturmfels [23], in which solving binomial systems plays a
crucially important role. For an n x n square polynomial systems

pi(E)  =4es, ClaT®
(14) P(z1,...,2,) = P(x) =

pn(x) = ZGESTL Cn7a x®
where x = (z1,...,7,), a = (a1,...,a,)" € N}, and @ = z{*--- 2% as
before. Here S;, a finite subset of N, is called the support of p;(x). For
fixed supports S1,...,95,, it is a basic fact in algebraic geometry that for

generic choices of the complex coefficients c; o € C* the number of isolated
solutions of the system P(xz) = 0 in (C*)" is a fixed number. The word
“generic” here can be understood as ‘randomly chosen”. Its precise meaning
can be found in [4], [23] and [30]. This fixed number also serves as an upper
bound on the number of isolated solutions of P(xz) = 0 in (C*)" among all
choices of coefficients. In [4], this upper bound, now commonly known as the
BKK bound as mentioned before, is formulated in terms of mized volume: For
convex polytopes Q1,..., Qi C RF let A\1Q1,..., A\, Qs represent their scaled
version by factors of positive Ai,...,A\x respectively. Then the Minkowski
sum A1Q1 + -+ + A\ Qp is also a convex polytope. It can be shown that
the volume Vol (A1 Q1 + -+ + M\ Qp) in R* is a homogeneous polynomial in
Ay ...y, Ak. The mixed volume, denoted by MVol(Qy, ..., Qk), is defined
to be the coefficient of A\; X Ay X -+ X Ap in this polynomial. The theory
of BKK bound [4] states that the number of isolated solutions of the system
P(x) = 0 in (C*)™ for generic choices of the coefficients is the mixed volume
of the convex hull of the supports of py,...,p,, i.e.

MVol(conv Sy, ..., conv .S,).

The Kushnirenko’s theorem (Theorem 1) can be considered as a special case
of this statement with all the supports St,...,.S, being the same.

We shall restrict our focus on solving a polynomial system P(x) = 0 in
(14) with “generic” (nonzero) complex coefficients ¢; o € C*. When the system
with generic coefficients is solved, one can always use it to solve the system
with specifically given coefficients with the same supports by the Cheater’s
homotopy [31] (or [36]).
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To solve P(x) =0 in (14), consider, with a new variable ¢, the homotopy

h1 (".li, t) = Za€s1 Cl,a iliatwl(a)
(15)  H(x1,...,an,t) = H(zm,t) = :

hp(x,t) = Zaesn Cn,a x®twn(@)
with “lifting” functions ws,...,w,, where each wy: Sy — Q has randomly
chosen images. Note that when ¢ = 1, H(x,1) = P(x). For a € Sy,
write @ = (a,wi(a)). In [23|, it was shown that if the system P(x) =
0 has isolated solutions in (C*)", then there exists & = (a,1) € R"*T!

with & = (aq,...,a,) and a corresponding collection of pairs {a1,a}} C
Si,...,{an,al} C S, such that for each k =1,...,n

(16) (g, &) = (a;, &) < (a,a&) forall a €S\ {ar, a}
and
Kq = |det (a1 —a) ... a,—a,)|>0.

Here (, ) stands for the standard inner product in Euclidean space. Let T
be the collection of all such a’s, then

> e

acT

is independent of the choice of the lifting functions wy,...,wg. In fact, this
number agrees with the number of isolated solutions of the system P(x) =0
in (C*)™ known as the BKK bound mentioned before.

Now, for a fixed o in 7 along with its corresponding set of pairs {a,a)} C
Siyeny {an,al} C Sy, let By = (ak, &) = (4, &) = (a,,a) + wi(a},) for
k=1,...,n. Then by (16), for each k =1,...,n,

(17) Br < {(a,a) for all a € Sk \ {ax,a}}.
By the change of variables @ = t* e y for y = (y1,...,yn); that is,

1 = t%y,
(18)

Tp ="y,
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we have, for a = (aq,...,a,) € Sk and a = (a,wi(a))

x%wr(@) — it aen twr(a)

= (t™y)™ L () twr(a)
_ yllh o ygn ta1a1+"'+(lnan+wk(a)
=y° t{(awr(a)),(a,1))

— ya t<d,él>
with & = (e, 1). Substituting the result into H(x,t) in (15), it follows that

h§(y,t) = hi(t* e y,t) = g, Cla Y O

H*(y, 1) := H(t%ey,t) =
Bg (y’ t) = hn(ta *°y, t) = ZaESn Cn,a ya t<a”d>.

Though the above expression may contain positive or negative powers of ¢,
the minimum exponents of ¢ in each hf is actually given by ;. Therefore, if
we define

PR (y,t) =Y acs, Clay® @)
(19) H(y, 1) := :
t_ﬂ" En (y7 t) = Zaesn CTL,(L ya t<&7d>_ﬁn’

then, by (17), each component of H* has exactly two terms having no powers
of t while all other terms have positive powers of ¢. Hence, when ¢t = 0,
H*(y,0) = 0 is a binomial system of equations

Cl,alyal + Cl,a/lya/1 =0
(20)

’
a a
Cn,any " cn,a,;iy " 0

with ko nonsingular isolated solutions in (C*)™. After (20) is solved, these
nonsingular solutions obtained can be used as the starting points for following
the homotopy paths y(t) of H*(y,t) = 0 from ¢t = 0 to ¢t = 1. Note that the
change of variables = t* e y in (18) yields @ = y at ¢t = 1. Therefore, each
end point y(1) at ¢ = 1 of the homotopy path y(t) of H*(y,t) = 0 is also
an end point (1) of the homotopy path x(¢) of the homotopy H(x,t) =0
given in (15) which, in turn, provides a solution of the target system P(x) = 0
n (14). Altogether it yields kq of the isolated solutions of P(x) = 0 in (C*)"
along this route. In [23], it was shown that as one follows the homotopy paths
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defined by H*(y,t) = 0 for all individual ¢ € T, one obtains all (isolated)
solutions of P(x) = 0 in (C*)™, justifying, in fact, the BKK bound agrees
with ) cr Fa-

Since its inception, this general method has achieved a great success. It
is widely considered to be one of the most efficient, robust and reliable nu-
merical methods for solving systems of polynomial equations. The method
is implemented in many mature software packages, such as Hom4PS-2.0 [2§],
Hom4PS-2.0para [29], Hom4PS-3 [6], PHCpack [38], and PHoM [20].

REMARK 4.

1. The purpose of restricting the target polynomial system P(x) = 0 in (14)
to those having generic complex coefficients is to ensure the smoothness
and the finiteness of the homotopy paths of the homotopy H(x,t) =0 in
(15). More precisely, with a randomly chosen set of complex coefficients for
P(x), the solution set in (C*)™ x [0,1] defined by (19) consists of smooth
paths that do not diverge to infinity with probability one.

2. Even though the above procedure only addresses the solution set in (C*)"
of the target system P(x) = 0 in (14), this method has been extended
in [32] so that all isolated zeros of the target system P(x) in C" can be
obtained.

5.2. The Master Space problem in gauge theories

In this subsection, we present an example of application in physics that
highlights the importance and difficulties in computing the degree of the so-
lution set of a large scale binomial system. In theoretical physics, supersym-
metric gauge theories form a class of field theories that has attracted a great
attention from physicists and mathematicians. As an important tool for such
studies, the concept of the “master space” was developed in [22]. Despite the
physical significance, here we simply take the subject as a rich source of chal-
lenging problems where the solution to binomial systems plays an important
role. Central to this theory is the Jacobian ideal, the ideal generated by the
partial derivatives of the superpotentials. In the first place, in one basic case
studied in [22, 33|, for fixed m, k € N the superpotential is given by

(21) W = E g T jYit1,5%i41,541 — Yi,jTi,j4+12i41,5+1
V€LY JELm,

where Zj and Z,, are {0,1,...,k — 1} and {0,1,...,m — 1} respectively,
both with modular arithmetic (e.g. z;,, = ;0 for any ¢ and x,; = zo;
for any j). This is a polynomial in 3mk variables; they are x; ;,y; j, 2 ; for
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i1€Zr=10,1,...,k—1} and j € Z,, = {0,1,...,m—1}. For example, when
m = k = 2, the superpotential is

W = 20,0y1,021,1 — ¥0,0%0,121,1 + T0,1¥1,121,0 — ¥0,1%0,01,0
+ 1,0%0,0%0,1 — ¥1,021,120,1 + T1,1%0,120,0 — Y1,121,0%0,05

a polynomial in 12 variables o, 0,1, 21,0, 1,1, ¥0,0, ¥0,1, ¥1,0, ¥1,1, 20,0,
20,15 21,05 #1,1-

Secondly, the Jacobian ideal is the ideal generated by the partial deriva-
tives of the superpotential W with respect to variables x; j, s j, 2 ;,

<8W ow 6W>
&Ti,j, 3y¢,j’ azivj 1€LK,JELm

in (C[:viij, yz-ij, ziij] for i € Zy, j € Z,,. Notice that in W, each variable appears
in exactly two distinct terms. Consequently, the partial derivative of W with
respect to each variable consists of exactly two terms, hence it forms a binomial

polynomial. For instance,

ow ow
920 0 = ¥Y1,021,1 — Y0,1%1,0, (9? = —Y0,0%1,1 + Y1,1%1,0-

)

The Jacobian ideal is thus generated by a binomial system.

In physics, the corresponding common zero set of the Jacobian ideal can
provide insight to the physical theory behind it. It is therefore important to
describe the solution set of the binomial system

oW
8Ii’j
(22) o= =0
oW =0

azi,j

for all i € Zy and j € Z,,. For the case k = m = 2 mentioned above, (22)
consists of a binomial system of 12 equations in 12 variables. In general, (22)
consists of a binomial system of 3mk equations in 3mk variables.

In [22, 33], many computational tools, from purely symbolic methods (via
Macaulay2 [19]) to numerical homotopy continuation methods (using Bertini
[3] and Hom4PS-2.0 [28]), have been applied to find the structure of the zero
set of the Jacobian ideals. Upon physical needs, the focus of the computation
is often concentrated on the dimension of the solution set in (C*)™, the number
of components, and the degree of each component. From mathematical points
of view, the global parametrization of the solution sets also provides deeper
insight as well.



28 Tianran Chen, Tien-Yien Li

Notice that the power of each variable is one in each term of the super-
potential W. This special structure makes the Smith Normal Form of the
matrices involved fairly easy to compute in the process of solving the bino-
mial systems. Indeed, for any pair (m,k) with m,k = 1,...,8 (except for
(m, k) = (1,1) for which the corresponding system is trivial), the Smith Nor-
mal Forms of the matrices involved can be computed within a range from
fractions of a second to one minute on a modern workstation. The computa-
tion of the degree of a solution component, however, is the most difficult part.
As mentioned in Section 4, our new strategy for the degree computation is
to calculate the degree via the computation of the BKK bound of the corre-
sponding Laurent polynomial system, for which an efficient software package
MixedVol-3 (developed by T. Chen, T.L. Lee and T.Y. Li) is used. As shown
in Table, 3 MixedVol-3 is capable of computing the degree of the solution set of
(22) for many pairs of m, k € N within a reasonable amount of time: 5 hours.
The table shows the degree information in the first place. For example, the
number 92 on the third column of fourth row in the table indicates that the
corresponding solution set (for k& = 2 and m = 3) is of degree 92. Here the
time limit of 5 hours is chosen because some of the more challenging cases
computed in [22, 33] would consume at least 5 hours using the similar hard-
ware. Secondly the blank entries in the table corresponds to the cases whose
run time exceeds 5 hours on the same hardware platform. This run time, of
course, depends on the hardware: with more powerful processor (and more
processor cores), more entries would be computed within 5 hours. By using
a computer cluster in the computational experiment as shown in Section 6.2
(Figure 1), the case with m = k = 8 can be computed well within 5 hours.
The results in Table 3 exhibits a substantial expansion of the cases computed
in [22, 33] in the sense that much more cases are now computable within the
same amount of time restrictions on a single computer. Section 6 will discuss
the parallel potential of degree computation via this approach in more detail.

Table 3. The degree of the solution set defined by the system (21) in (C*)™ for given
m and k values. This table lists the results that can be computed within 5 hours on
a workstation with quad-core Intel Xeon 2.4Ghz CPU

m/k] 1] 2 3 4 5 | 6 | 7 | 8 |
1 [[N/A 2 4 8 16 32 64 128
2 2 14 92 584 3,632 22,304 | 135,872 | 823,424
3 1 92 1,620 26,762 | 437,038 | 7,029,180

4 8 584 26,762 | 1,169,876 | 50,467,100

5 16 | 3,632 | 437,038 | 50,467,100

6 || 32 | 22,304 |7,029,180

7 || 64 | 135,872

8 || 128 | 823,424
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6. Parallel implementation of the binomial system solver

From applied sciences, there is no shortage of the demand of solving larger
and larger binomial systems. For instance, electing £k = 10 and m = 10 in
(21) already results in a binomial system of 300 equations in 300 variables.
To solve very large binomial systems, the parallelization of the algorithms
described in previous sections becomes inevitably essential. It turns out that
each individual part of the computation in those algorithms can all be carried
out in parallel efficiently.

Among those algorithms, there are three sets of computations that are
most time consuming;:

1. The computation of the Smith Normal Form.

2. The computation of the degree.

3. The numerical path tracking algorithms for solving binomial systems with
approximated coefficients via homotopy continuation method.

We shall discuss the parallelization of those computations in this section.

6.1. Computing Smith Normal Form using GPU

For the first set, the basic algorithm for computing the Smith Normal Form
uses successive row and column reductions of the input matrix (as listed in
[8, Algorithm 2.4.14| and [18, Section 8.5.1]). While the computation uses
only integers, rather than floating point numbers, in terms of organization
of the algorithm it is similar to many matrix reduction algorithms appeared
in numerical linear algebra. It is quite well known in the community that
such algorithms can be modified, with relative ease, to take advantage of
multi-core processors or any shared-memory parallel computation architec-
tures [10]. There are, of course, many other parallel computation architec-
tures. In particular, an exciting trend in computing is the use of the powerful
GPUs (Graphic Processing Units) for general purpose parallel computation.
Fortunately, parallel computing with GPU fits our computation of the Smith
Normal Form nicely. The latest version of Hom4PS-3[6] contains a prelimi-
nary GPU-based implementation for computing the Smith Normal Form, as a
part of its binomial system solver, to take advantage of the immense floating
point computation power of modern GPUs. In this implementation each row
or column reduction is carried out in parallel following the “single-instruction-
multiple-data” paradigm that is based on CUDA, a mature GPU computation
framework developed by NVidia. Without elaborating the details of the im-
plementation, we simply note here that the memory organization and warp
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structure of threads are crucial to a successful implementation. In this regard,
more details can be found in the documentation for Hom4PS-3 [6].

As shown in Table 4, for sufficiently large binomial systems, the GPU-
based implementation can be substantially faster than the implementation
that uses CPU only. For example, when the number of variables reaches 2700,
the use of GPU delivers more than 20 times the performance of a CPU-only
approach!

Table 4. The number of seconds it takes for each of the two implementations to solve
the (22) system as the number of variables grows: The second column shows the results
using CPU only and the third column shows the results when GPU carries out most of
computation intensive tasks via CUDA. The speedup ratio is computed as the quotient
between the time consumption of the CUDA-based (GPU) implementation and the
CPU-based implementation

Number of variables | CPU only! | With GPU? | Speedup ratio (GPU over CPU)
75 0.09s 1.04s3 0.09

300 0.12s 1.06s 0.11

675 0.58s 1.09s 0.53

1200 7.09s 1.29s 5.50

2700 71.08s 3.19s% 22.28

4800 440.22s 21.58s 20.40

7500 7702.39s 259.59s° 29.67

L In the CPU only computation, a single Intel Xeon 2.4GHz processor is used.

2 In the GPU-assisted computation, most of the computationally intensive tasks are
carried out by a single NVidia GTX 780 graphic card.

3 For such a small system most of the time are spent on initializing the CUDA runtime
library (the library responsible for setting up the GPU computation environment),
transferring data between main memory (used by the CPU) and “device memory”
(accessible by the GPU), and resource management.

4 For cases with up to 2700 variables, there are only relatively small increase in the
running time. This phenomenon really showcases the great potential for “data-
parallelism” on GPU. The GPU has a large number of processor cores, called
CUDA cores, that are capable of performing computation simultaneously on a
large amount of data. As a result, the increase in the amount of input data simply
puts more CUDA cores to work without consuming more time.

5 When the number of variables reaches 7500, the work load must be divided into
multiple stages due to internal restriction of the particular hardware used. How-
ever, this work load division itself consume minimal extra time.

6.2. Parallel degree computation

The second set of expensive computations in computing the degree of so-
lution components of a given binomial system in (C*)™ can also be executed
in parallel efficiently. Recall that our strategy for the degree computation
is to compute BKK bound of corresponding Laurent polynomial system in-
stead, and distinguished numerical results were obtained by employing our
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software package MixedVol-3 for this purpose. Actually, the software package
MixedVol-3 is capable of carrying out the computation on a wide range of par-
allel architectures including multi-core architecture, computer clusters, and
distributed environments with great efficiency and scalability [7]. As demon-
strated by Table 3 in Section 5.2, the parallel version of MixedVol-3, when used
on a multi-core system, was able to greatly expand the range of cases com-
putable within reasonable time restriction. When used on computer cluster,
though with a higher cost for communication between nodes over network, the
approach taken by MixedVol-3 also shows promising results. Figure 1 presents
the (absolute) speedup ratio for computing the degree of the solution set of
(22) in (C*)™ for the case m = k = 8 (a binomial system of 192 equations
in 192 variables) as a growing number of nodes were employed in a computer
cluster.

30 |- R
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10 20 30 40
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Figure 1. The speedup ratio achieved when MixedVol-3 is used to
compute the degree of the solution set of (22) (in (C*)™) for the case
m = k = 8 (a binomial system of 192 equations in 192 variables) as
a growing number of nodes were employed in a computer cluster.
The speedup ratio for n nodes is computed as the quotient between
the time consumed by MixedVol-3 when only one processor is used
(serial computation) and the time consumed when n nodes are used

6.3. Parallel path tracking for homotopy continuation method

For the last set of expensive computations, one tracks solution paths de-
fined by H(x,t) = 0 as given in (13) from ¢ = 0 to t = 1, converging to the
desired solutions of a given binomial system with approximated coeflicients.
One great benefit of the homotopy continuation method is that it is pleasantly
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parallel in the sense that each solution path can be tracked independently from
one another. So a serial path tracking algorithm can be easily extended to
exploit such “path-level” parallelism. The software package Hom4PS-3 imple-
ments this parallel algorithm specialized for solving binomial systems. Here
we simply refer to the documentation of Hom4PS-3 for the implementation
detail.

To illustrate the parallel potential of this approach with an example, con-
sider the example shown in (12), a system of 6 binomial equations in 6 vari-
ables. In total 6910 solution paths (defined by (13)) are to be tracked which
will produce the solutions of the system as end points. While a single pro-
cessor is still capable of computing all the 6910 solutions, utilizing parallel
computing hardware, the computation can be completed substantially faster.
Table 5 shows speedup ratio achieved when Hom4PS-3 is used on a multi-core
workstation with 12 processor cores to solve the system (12) in (C*)8. Clearly
shown in the table is the nearly linear speedup ratio, i.e., using n processor
cores makes the computation nearly n times as fast.

Table 5. The speedup ratio achieved when Hom4PS-3 is used on a computer
with 24 processor cores (AMD Opteron 6176 2.3GHz) to solve the system (12).
The speedup ratio for n cores is computed as the quotient between the time
consumed by the solver when only one processor core is used (serial compu-
tation) and the time consumed by the solver when n cores are used

Cores 4 5 6 7 8| 10 12 16 20 24
Speedup ratio | 3.9 | 4.9 | 5.8 | 6.8 | 7.7 | 9.5 | 11.5 | 15.0 | 18.0 | 22.2
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