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#### Abstract

A short description of the classical Bochner integral is presented together with the McShane concept of integration based on Riemann type integral sums. The corresponding classes are compared and it will be shown that the situation is different for finite- and infinite - dimensional valued vector functions.


## Preliminaries

Assume that $[a, b] \subset \mathbb{R}$ is given and that $\mu$ is a (nonnegative) measure on $[a, b]$. Let $Y$ be a Banach space with the norm $\|\cdot\|_{Y}$.

A function $f:[a, b] \rightarrow Y$ is called simple if there is a finite sequence $I_{m} \subset[a, b], m=1, \ldots, p$ of measurable sets such that

$$
I_{m} \cap I_{l}=\emptyset \quad \text { for } m \neq l
$$

and

$$
[a, b]=\bigcup_{m=1}^{p} I_{m}
$$

where

$$
f(t)=y_{m} \in Y \quad \text { for } t \in I_{m}
$$

i.e. $f$ is constant on the measurable set $I_{m}$.

Denote by $\mathcal{J}(\mu, Y)=\mathcal{J}(\mu)=\mathcal{J}$ the set of all simple mappings defined on $[a, b]$.
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Clearly $\mathcal{J}$ is a linear space and if $f$ is a simple function then also $\|f\|$ : $[a, b] \rightarrow \mathbb{R}$ is a simple function.

## The abstract Bochner integral

We define the integral of a simple function $f:[a, b] \rightarrow Y$ in the following natural way

$$
\begin{equation*}
\int_{a}^{b} f d \mu=\sum_{m=1}^{p} y_{m} \mu\left(I_{m}\right) \tag{1}
\end{equation*}
$$

If $A \subset[a, b]$ is measurable and the function $f$ is simple, then we define

$$
f_{A}(t)=f(t) \text { if } t \in A
$$

and

$$
f_{A}(t)=0 \text { if } t \notin A .
$$

The function $f_{A}$ is simple and we set

$$
\int_{A} f d \mu=\int_{a}^{b} f_{A} d \mu
$$

The integral of simple functions $f \in \mathcal{J}$ defined in this way is evidently a linear mapping $\int: \mathcal{J} \rightarrow Y$.

If $A, B$ are disjoint measurable sets then from the linearity of the integral and from the obvious identity $f_{A \cup B}=f_{A}+f_{B}$ we have

$$
\begin{equation*}
\int_{A \cup B} f d \mu^{\prime}=\int_{A} f d \mu+\int_{B} f d \mu . \tag{2}
\end{equation*}
$$

If $Y=\mathbb{R}$ and $f \leq g$ where $f, g \in \mathcal{J}$, then

$$
\begin{equation*}
\int f d \mu \leq \int g d \mu \tag{3}
\end{equation*}
$$

If $f \geq 0$ and $A \subset B$, then

$$
\begin{equation*}
\int_{A} \hat{f} d \mu \leq \int_{B} f d \mu . \tag{4}
\end{equation*}
$$

For the integral of a function $f \in \mathcal{J}$ we have

$$
\begin{equation*}
\left\|\int_{A} f d \mu\right\| \leq \int_{A}\|f\| d \mu \leq \sup _{t \in[a, b]}\|f(t)\| \mu(A) \tag{5}
\end{equation*}
$$

because

$$
\begin{gathered}
\left\|\int_{A} f d \mu\right\|=\left\|\sum_{m=1}^{p} y_{m} \mu\left(A \cap I_{m}\right)\right\| \leq \sum_{m=1}^{p}\left\|y_{m}\right\| \mu\left(A \cap I_{m}\right) \\
\leq \max _{m}\left\|y_{m}\right\| \sum_{m=1}^{p} \mu\left(A \cap I_{m}\right)=\sup _{t \in[a, b]}\|f(t)\| \mu(A)
\end{gathered}
$$

and $\bigcup_{m=1}^{p}\left(A \cap I_{m}\right)=A$.
For a given $f \in \mathcal{J}$ let us define

$$
\begin{equation*}
\|f\|_{1}=\int_{a}^{b}\|f\| d \mu \tag{6}
\end{equation*}
$$

For the mapping $\|\cdot\|_{1}: \mathcal{J} \rightarrow \mathbb{R}$ the following holds:
(a)

$$
\|f\|_{1} \geq 0 \text { for every } f \in \mathcal{J}
$$

(b)

$$
\|a f\|_{1}=|a|\|f\|_{1} \text { for every } f \in \mathcal{J} \text { and } a \in \mathbb{R},
$$

(c)

$$
\|f+g\|_{1} \leq\|f\|_{1}+\|\hat{\imath}\|_{1} \text { for every } f, g \in \mathcal{J} .
$$

By $\|\cdot\|_{1}$ a seminorm on $\mathcal{J}$ is given; the implication $\|f\|_{1}=0 \Rightarrow f=0$ does not hold, it suffices to take $A \subset[a, b]$ such that $\mu(A)=0$ and a function $f$ for which $f(t)=0$ provided $t \notin A$.

The triangle inequality (c) can be shown in such a way that a decomposition of the interval $[a, b]$ into measurable sets is produced with respect to which each of the functions $f$ and $g$ is simple, i.e. $f$ and $g$ have constant values at each measurable component of the decomposition, and the inequality results from the triangle inequality in the Banach space $Y$.

The seminorm $\|\cdot\|_{1}$ given above for elements of $\mathcal{J}$ is sometimes called the $L^{1}$ - seminorm.

We will consider the completion of the linear space $\mathcal{J}$ of simple functions on $[a, b]$ with respect to the $L^{1}$-seminorm.

1. Definition. The sequence $\left(f_{q}\right)=\left(f_{q}\right)_{q=1}^{\infty}, f_{q} \in \mathcal{J}, q=1,2, \ldots$ is called an $L^{1}$ - Cauchy sequence if for every $\varepsilon>0$ there is an $N=N_{\varepsilon} \in \mathbb{N}$ such that

$$
\left\|f_{q}-f_{r}\right\|_{1}<\varepsilon \text { for } q, r \geq N_{\varepsilon} .
$$

The sequence $\left(f_{q}\right), f_{q} \in \mathcal{J}, q=1,2, \ldots$ is called an $L^{1}$ - zero sequence if

$$
\lim _{q \rightarrow \infty}\left\|f_{q}\right\|_{1}=0
$$

The completion of $\mathcal{J}$ is given as the space of equivalence classes of $L^{1}$ Cauchy sequences of functions from $\mathcal{J}$, where two $L^{1}$ - Cauchy sequences are equivalent if their difference is an $L^{1}$ - zero sequence.

Let us denote by $\mathcal{L}=\mathcal{L}(\mu)$ the set of all functions $f:[a, b] \rightarrow Y$ for which there is an $L^{1}$ - Cauchy sequence $f_{q}, q=1,2, \ldots$ of simple functions which converge to $f \mu^{-}$almost everywhere in $[a, b]$, i.e.

$$
\lim _{q \rightarrow \infty}\left\|f_{q}(t)-f(t)\right\|_{Y}=0
$$

for $\mu$ - almost all $t \in[a, b]$.
$\mathcal{L}$ has the structure of a linear space, i.e. if $\left(f_{q}\right)$ and $\left(g_{q}\right)$ are $L^{1}$ - Cauchy sequences of simple functions which converge $\mu$ - almost everywhere to $f$ and $g$, respectively, then $\left(f_{q}+g_{q}\right)$ and ( $a f_{q}$ ) are $L^{1}$ - Cauchy sequences of simple functions converging $\mu$ - almost everywhere to $f+g$ and $a f$, respectively ( $a \in \mathbb{R}$ is an arbitrary number).
2. Fundamental Lemma. Let $\left(f_{q}\right)$ be an $L^{1}$ - Cauchy sequence of simple functions defined on $[a, b]$. Then there is a subsequence, which converges pointwise $\mu$-almost everywhere and for every $\varepsilon>0$ there is a $Z \subset[a, b]$ with $\mu(Z)<\varepsilon$ such that this subsequence converges absolutely and uniformly on $[a, b] \backslash Z$.

Proof. Since the sequence $\left(f_{q}\right)$ is $L^{1}$ - Cauchy, for every $k \in \mathbb{N}$ there is $N_{k} \in \mathbb{N}$ such that if $q, r \geq N_{k}$, then

$$
\left\|f_{q}-\hat{j}_{r}\right\|_{1}<\frac{1}{2^{2 k}}
$$

It can be assumed that $N_{k}<N_{k+1}$. We set

$$
g_{k}=f_{N_{k}}
$$

then

$$
\left\|g_{m}-g_{n}\right\|_{1}=\left\|f_{N_{m}}-f_{N_{n}}\right\|_{1}<\frac{1}{2^{2 n}}
$$

for $m \geq n$.
We will show that the series

$$
g_{1}(t)+\sum_{k=1}^{\infty}\left(g_{k+1}(t)-g_{k}(t)\right)
$$

converges absolutely for $\mu$ - almost all $t \in[a, b]$ to an element in $Y$ and that this convergence is uniform except a set with arbitrarily small $\mu$ - measure.

Denote

$$
M_{n}=\left\{t \in[a, b] ;\left\|g_{n+1}(t)-g_{n}(t)\right\|_{Y} \geq \frac{1}{2^{n}}\right\}
$$

Then we have

$$
\begin{aligned}
\frac{1}{2^{n}} \cdot \mu\left(M_{n}\right) & =\int_{M_{n}} \frac{1}{2^{n}} d \mu \leq \int_{M_{n}}\left\|g_{n+1}(t)-g_{n}(t)\right\|_{Y} d \mu \\
& \leq \int_{a}^{b}\left\|g_{n+1}(t)-g_{n}(t)\right\|_{Y} d \mu=\left\|g_{n+1}-g_{n}\right\|_{1}<\frac{1}{2^{2 n}}
\end{aligned}
$$

and this yields

$$
\mu\left(M_{n}\right)<\frac{1}{2^{n}}
$$

Let us define

$$
Z_{n}=M_{n} \cup M_{n+1} \cup \ldots
$$

Then $Z_{n+1} \subset Z_{n}$ and

$$
\mu\left(Z_{n}\right) \leq \sum_{j=1}^{\infty} \mu\left(M_{j}\right)<\sum_{j=1}^{\infty} \frac{1}{2^{j}}=\frac{1}{2^{n+1}}
$$

For $t \notin Z_{n}$ and $k \geq n$ we have

$$
\left\|g_{k+1}(t)-g_{k}(t)\right\|_{Y}<\frac{1}{2^{k}}
$$

and therefore the series $\sum_{k=n}^{\infty}\left(g_{k+1}(t)-g_{k}(t)\right)$ converges absolutely and uniformly for $t \notin Z_{n}$.

Putting $Z=Z_{k}$, we have for sufficiently large $k$

$$
\mu(Z)=\mu\left(Z_{k}\right)<\frac{1}{2^{k-1}}<\varepsilon
$$

and this leads to the assertion on the absolute and uniform convergence.
If we take $M=\cap Z_{n}$, then evidently $\mu(M)=0$ and if $t \notin M$, then $t \notin Z_{n}$ for some $n$. Therefore the series $g_{1}(t)+\sum_{k=1}^{\infty}\left(g_{k+1}(t)-g_{k}(t)\right)$ converges for $t \notin M$ and this means that $\lim _{\dot{k} \rightarrow \infty} g_{k}(t)=\lim _{k \rightarrow \infty} f_{N_{k}}(t)$ exists for $\mu-$ almost all $t \in[a, b]$.
3. Lemma. Assume that $\left(f_{q}\right)$ and $\left(g_{q}\right)$ are $L^{1}-$ Cauchy sequences of simple functions, which converge $\mu$ - almost everywhere to a function $f$ : $[a, b] \rightarrow Y$. Then the limits $\lim _{q \rightarrow \infty} \int_{a}^{b} f_{q} d \mu$ and $\lim _{q \rightarrow \infty} \int_{a}^{b} g_{q} d \mu$ exist and

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \int_{a}^{b} f_{q} d \mu=\lim _{q \rightarrow \infty} \int_{a}^{b} g_{q} d \mu \tag{7}
\end{equation*}
$$

Proof. It is easy to show the existence of the limits. Indeed, for simple functions $f_{q}$ we have

$$
\begin{aligned}
\left\|\int_{a}^{b} f_{q} d \mu-\int_{a}^{b} f_{r} d \mu\right\|_{Y} & =\left\|\int_{a}^{b}\left(f_{q}-f_{r}\right) d \mu\right\|_{Y} \\
& \leq \int_{a}^{b}\left\|f_{q}-f_{r}\right\|_{Y} d \mu=\left\|f_{q}-f_{r}\right\|_{1} .
\end{aligned}
$$

This means that the sequence of integrals $\int_{a}^{b} f_{q} d \mu$ is a Cauchy sequence in the Banach space $Y$, and therefore it is convergent, i.e. the limit $\lim _{q \rightarrow \infty} \int_{a}^{b} f_{q} d \mu$ exists and similarly also for $\lim _{q \rightarrow \infty} \int_{a}^{b} g_{q} d \mu$.

Let us set $h_{q}=f_{q}-g_{q}$. The sequence $h_{q}$ is $L^{1}-$ Cauchy and $\lim _{q \rightarrow \infty} h_{q}(t)=$ 0 for $\mu$ - almost all $t \in[a, b]$. This implies that the sequence of integrals $\int_{a}^{b} h_{q} d \mu$ is convergent. It remains to show that

$$
\lim _{q \rightarrow \infty} \int_{a}^{b} h_{q} d \mu=0
$$

To a given $\varepsilon>0$ choose $N \in \mathbb{N}$ so that for $r, q \geq N$ we have

$$
\left\|h_{q}-h_{r}\right\|_{1}<\varepsilon .
$$

Define

$$
M=\left\{t \in[a, b] ; h_{N}(t) \neq 0\right\} \subset[a, b] .
$$

For $q \geq N$ we have

$$
\begin{aligned}
\int_{[a, b] \backslash M}\left\|h_{q}\right\|_{Y} d \mu & =\int_{[a, b] \backslash M}\left\|h_{q}-h_{N}\right\|_{Y} d \mu \\
& \leq \int_{a}^{b}\left\|h_{q}-h_{N}\right\|_{Y} d \mu=\left\|h_{q}-h_{N}\right\|_{1}<\varepsilon
\end{aligned}
$$

because $h_{N}(t)=0$ for $t \in[a, b] \backslash M$. By the Fundamental Lemma 2 there exists a subset $Z \subset M$ with

$$
\mu(Z)<\frac{\varepsilon}{\sup _{t \in[a, b]}\left\|h_{N}(t)\right\|_{Y}+1}
$$

and a subsequence $h_{q}$ which converges to zero uniformly on the set $M \backslash Z$. Hence there is an $s_{0} \in \mathbb{N}, s_{0} \geq N$ such that for $s \geq s_{0}$ anf for $t \in M \backslash Z$ we have

$$
\left\|h_{q_{s}}(t)\right\|<\frac{\varepsilon}{\mu([a, b])} .
$$

Therefore

$$
\int_{M \backslash Z}\left\|h_{q_{s}}(t)\right\| d \mu<\frac{\varepsilon \mu(M \backslash Z)}{\mu([a, b])} \leq \varepsilon
$$

provided $s \geq s_{0}$. For $s \geq s_{0}$ we also have

$$
\begin{aligned}
\int_{Z}\left\|h_{q_{s}}(t)\right\| d \mu & \leq \int_{Z}\left\|h_{q_{s}}(t)-h_{N}(t)\right\| d \mu+\int_{Z}\left\|h_{N}(t)\right\| d \mu \\
& \leq\left\|h_{q_{s}}-h_{N}\right\|_{1}+\sup _{t \in[a, b]}\left\|h_{N}(t)\right\| \mu(Z) \\
& <\varepsilon+\frac{\varepsilon}{\sup _{t \in[a, b]}\left\|h_{N}(t)\right\|_{Y}+1} \sup _{t \in[a, b]}\left\|h_{N}(t)\right\|_{Y}<2 \varepsilon .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|h_{q_{s}}\right\|_{1} & =\int_{a}^{b}\left\|h_{q_{s}}(t)\right\| d \mu \\
& =\int_{[a, b] \backslash M}\left\|h_{q_{s}}(t)\right\| d \mu+\int_{M \backslash Z}\left\|h_{q_{s}}(t)\right\| d \mu+\int_{Z}\left\|h_{q_{s}}(t)\right\| d \mu \\
& <\varepsilon+\varepsilon+2 \varepsilon=4 \varepsilon
\end{aligned}
$$

i.e. $\lim _{s \rightarrow \infty} \int_{a}^{b} h_{q_{s}}(t) d \mu=0$ and therefore also $\lim _{q \rightarrow \infty} \int_{a}^{b} h_{q}(t) d \mu=0$.
4. Definition. For $f \in \mathcal{L}$ we define

$$
\begin{equation*}
\int_{a}^{b} f d \mu=\lim _{q \rightarrow \infty} \int_{a}^{b} f_{q} d \mu \tag{8}
\end{equation*}
$$

where $\left(f_{q}\right)$ is an arbitrary $L^{1}-$ Cauchy sequence of simple functions which converge $\mu$ - almost everywhere in $[a, b]$ to $f \in \mathcal{L}$.

The value $\int_{a}^{b} f d \mu$ given by (8) is called the Bochner integral of the function $f$. In some cases the more extensive notation $(\mathcal{L}) \int_{a}^{b} f d \mu$ will be used for this concept of integral.

By (1) the integral was defined in a very natural way for simple functions. By (8) this integral is extended to functions $f \in \mathcal{L}^{1}$.

The correctness of this definition is clear by Lemma 3 because by this Lemma the integral of a function $f \in \mathcal{L}$ defined by (8) does not depend on the choice of the $L^{1}$ - Cauchy sequence of simple functions which converge $\mu$ - almost everywhere in $[a, b]$ to the function $f$.
5. Lemma. If $f \in \mathcal{L}$ and $\left(f_{q}\right)$ is the $L^{1}$ - Cauchy sequence of simple functions which corresponds to $f$, then $\|f\|_{Y}$ is integrable and the sequence ( $\left\|f_{q}\right\|_{Y}$ ) approximates $\|f\|_{Y}$. In this case we have

$$
\begin{equation*}
\int_{a}^{b}\|f\|_{Y} d \mu=\lim _{q \rightarrow \infty} \int_{a}^{b}\left\|f_{q}\right\|_{Y} d \mu=\lim _{q \rightarrow \infty}\left\|f_{q}\right\|_{1} \tag{9}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left\|\int_{a}^{b} f d \mu\right\|_{Y} \leq \int_{a}^{b}\|f\|_{Y} d \mu \tag{10}
\end{equation*}
$$

Proof. Since

$$
\left|\left\|f_{q}(t)\right\|_{Y}-\left\|f_{r}(t)\right\|_{Y}\right| \leq\left\|f_{q}(t)-f_{r}(t)\right\|_{Y},
$$

we get

$$
\begin{aligned}
\left\|\left\|f_{q}\right\|_{Y}-\right\| f_{r}\left\|_{Y}\right\|_{1} & =\int_{a}^{b}\left|\left\|f_{q}(t)\right\|_{Y}-\left\|f_{r}(t)\right\|_{Y}\right| d \mu \\
& \leq \int_{a}^{b}\left\|f_{q}(t)-f_{r}(t)\right\|_{Y} d \mu=\left\|f_{q}-f_{r}\right\|_{1}
\end{aligned}
$$

and this means that the sequence $\left\|f_{q}\right\|_{Y}$ of real - valued simple functions is $L^{1}$ - Cauchy. Moreover

$$
\lim _{q \rightarrow \infty}\left\|f_{q}(t)\right\|_{Y}=\|f(t)\|_{Y}
$$

for $\mu$ - almost all $t \in[a, b]$ and consequently $\|f\|_{Y}$ is integrable.
Since by (5) for $f_{q} \in \mathcal{J}$ we have

$$
\left\|\int_{A} f_{q} d \mu\right\|_{Y} \leq \int_{A}\left\|f_{q}\right\|_{Y}
$$

(8) and (9) can be used for obtaining (10) by passing to the limits with $q \rightarrow \infty$ on both sides of this inequality.

From Lemma 3 we know that $\lim _{q \rightarrow \infty}\left\|f_{q}\right\|_{1}$ does not depend on the choice of the sequence $\left(f_{q}\right)$ which approximates $f$; therefore the seminorm defined for simple functions $f \in \mathcal{J}$ can be extended to functions $f \in \mathcal{L}$ by the relation

$$
\|f\|_{1}=\int_{a}^{b}\|f(t)\|_{Y} d \mu=\lim _{q \rightarrow \infty}\left\|f_{q}\right\|_{1}
$$

6. Lemma. If $f \in \mathcal{L}$ then for every $\varepsilon>0$ there is a simple function $g_{\varepsilon} \in \mathcal{J}$ such that

$$
\begin{equation*}
\left\|f-g_{\varepsilon}\right\|_{1}<\varepsilon \tag{11}
\end{equation*}
$$

i.e. the set $\mathcal{J}$ of simple functions is dense in $\mathcal{L}$ with respect to the seminorm $\|\cdot\|_{1}$.

Proof. Since $f \in \mathcal{L}$ there is an $L^{1}$ - Cauchy sequence $\left(f_{q}\right)$ of elements $f_{q} \in \mathcal{J}$ which converges $\mu$ - almost everywhere to $f$, i.e. given $\varepsilon>0$ there is $N_{\varepsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left\|f_{r}-f_{q}\right\|_{1}<\varepsilon \tag{12}
\end{equation*}
$$

provided $r, q>N_{\varepsilon}$. Let us inx $r>N_{\varepsilon}$ and put $g_{\varepsilon}=f_{r} \in \mathcal{J}$. Then ( $g_{q}$ ) where $g_{q}=f_{q}-f_{r}=f_{q}-g_{\varepsilon} \in \mathcal{J}$ is $L^{1}$ - Cauchy and $g_{q} \rightarrow f-f_{r}=f-g_{\varepsilon}$ $\mu$ - almost everywhere in $[a, b]$. Hence by (12) we have

$$
\left\|f-g_{\varepsilon}\right\|_{1}=\left\|f-f_{r}\right\|_{1}=\lim _{q \rightarrow \infty}\left\|g_{q}\right\|_{1}=\lim _{q \rightarrow \infty}\left\|f_{q}-f_{r}\right\|_{1}<\varepsilon
$$

and (11) is satisfied.
7. Lemma. The space $\mathcal{L}$ equipped with the seminorm $\|\cdot\|_{1}$ is complete.

Proof. Assume that $\left(g_{q}\right)$ is a Cauchy sequence with respect to the seminorm $\|\cdot\|_{1}$. By Lemma 6 for every $q \in \mathbb{N}$ there exists a simple function $f_{q} \in \mathcal{J}$ such that

$$
\left\|g_{q}-f_{q}\right\|_{1}<\frac{1}{q}
$$

Then

$$
\left\|f_{q}-f_{r}\right\|_{1} \leq\left\|f_{q}-g_{q}\right\|_{1}+\left\|g_{q}-g_{r}\right\|_{1}+\left\|g_{r}-f_{r}\right\|_{1}<\frac{1}{q}+\frac{1}{r}+\left\|g_{q}-g_{r}\right\|_{1}
$$

and therefore the sequence $\left(f_{q}\right)$ is $L^{1}$ - Cauchy. By the Fundamental Lemma 2 the sequence ( $f_{q}$ ) contains a subsequence ( $f_{q_{s}}$ ) which converges $\mu$ - almost everywhere in $[a, b]$ to a certain function $f \in \mathcal{L}$. For this subsequence ( $f_{q_{s}}$ ) we have

$$
\left\|g_{q_{s}}-f\right\|_{1} \leq \dot{\|} g_{q_{s}}-f_{q_{s}}\left\|_{1}+\right\| f_{q_{s}}-f \|_{1}
$$

and this means that the subsequence $\left(g_{q_{s}}\right)$ of $\left(g_{q}\right)$ converges in the seminorm $\|\cdot\|_{1}$ to $f$. This implies that also the original sequence ( $g_{q}$ ) converges in this seminorm to $f \in \mathcal{L}$ an henceforth $\mathcal{L}$ is complete.

## Partitions, systems and gauges

Let an interval $[a, b] \subset \mathbb{R},-\infty<a<b<+\infty$ be given. A pair $(\tau, J)$ of a point $\tau \in \mathbb{R}$ and a compact interval $J \subset \mathbb{R}$ is called a tagged interval, $\tau$ is the $\operatorname{tag}$ of $J$.

A finite collection $\left\{\left(\tau_{j}, J_{j}\right), j=1, \ldots, p\right\}$ of tagged intervals is called an $L$ - system on $[a, b]$ if

$$
\operatorname{Int}\left(J_{i}\right) \cap \operatorname{Int}\left(J_{j}\right)=\emptyset \text { for } i \neq j
$$

( $\operatorname{Int}(J)$ denotes the interior of an interval $J$.)
A finite collection $\left\{\left(\tau_{j}, J_{j}\right), j=1, \ldots, k\right\}$ of tagged intervals is called an $L$ - partition of $[a, b]$ if

$$
\operatorname{Int}\left(J_{i}\right) \cap \operatorname{Int}\left(J_{j}\right)=\emptyset \text { for } i \neq j
$$

and

$$
\bigcup_{j=1}^{k} J_{j}=[a, b] .
$$

( $\operatorname{Int}(J)$ denotes the interior of an interval $J$.)
An L-partition $\left\{\left(\tau_{j}, J_{j}\right), j=1, \ldots, k\right\}$ for which

$$
\tau_{j} \in J_{j}, j=1, \ldots, k
$$

is called a $P$ - partition of $[a, b]$.
Clearly every P - partition of $[a, b]$ is also an L - partition of $[a, b]$.
Sometimes it is useful to denote

$$
J_{i}=\left[\alpha_{i-1}, \alpha_{i}\right], \quad i=1, \ldots, k
$$

for a given L - partition of $[a, b]$, where

$$
a=\alpha_{0}<\alpha_{1}<\cdots<\alpha_{k}=b .
$$

In other words we will assume in the sequel that the partition $\left\{\left(\tau_{i}, J_{i}\right)\right.$, $i=1, \ldots, k\}$ is ordered in such a way that

$$
\sup J_{i}=\inf J_{i+1}, \quad i=1, \ldots, k-1
$$

Given a positive function $\delta:[a, b] \rightarrow(0,+\infty)$ called a gauge on $[a, b]$, a tagged interval $(\tau, J)$ with $\tau \in[a, b]$ is said to be $\delta$-fine if

$$
J \subset[\tau-\delta(\tau), \tau+\delta(\tau)]
$$

Using this concept we can speak about $\delta$-fine $L$ - partitions (or systems) and $\delta$-fine $P$ - partitions $\left\{\left(\tau_{j}, J_{j}\right), j=1, \ldots, k\right\}$ of the interval $[a, b]$ whenever ( $\tau_{j}, J_{j}$ ) is $\delta$-fine for every $j=1, \ldots, k$.

It is a well-known fact that given a gauge $\delta:[a, b] \rightarrow(0,+\infty)$ there exists a $\delta$-fine P - partition of $[a, b]$.

This result is called Cousin's lemma, see e.g. [13, Theorem on p. 119].
8. Lemma. Assume that $f \in \mathcal{L}$ and $\varepsilon>0$. Then there is a gauge $\omega:[a, b] \rightarrow(0,+\infty)$ and $\eta \in(0, \varepsilon)$ such that the following statement holds. If

$$
\left\{\left(H_{m}, t_{m}\right), m=1, \ldots, p\right\}
$$

is an $\omega$ - fine $L$-system for which

$$
\sum_{m=1}^{p} \mu\left(H_{m}\right)<\eta
$$

then

$$
\sum_{m=1}^{p}\left\|f\left(t_{m i}\right)\right\|_{Y} \mu\left(H_{m}\right)<\varepsilon
$$

Proof. For $j=1,2, \ldots$ let us set

$$
E_{j}=\left\{t \in[a, b] ; \quad j-1 \leq\|f(t)\|_{Y}<j\right\} .
$$

Since $\|f\|_{Y}$ is integrable by Lemma 4, the sets $E_{j}$ are measurable and we have $E_{i} \cap E_{j}=\emptyset$ for $i \neq j$ and

$$
\bigcup_{j=1}^{\infty} E_{j}=[a, b] .
$$

We also have

$$
\sum_{j=1}^{\infty}(j-1) \mu\left(E_{j}\right) \leq \int_{a}^{b}\|f(t)\| d \mu<\sum_{j=1}^{\infty} j \mu\left(E_{j}\right)
$$

and therefore

$$
\sum_{j=1}^{\infty} j \mu\left(E_{j}\right) \leq \int_{a}^{b}\|f(t)\| d \mu+\sum_{j=1}^{\infty} \mu\left(E_{j}\right)=\int_{a}^{b}\|f(t)\| d \mu+\mu([a, b])<\infty .
$$

Assume that $\varepsilon_{0}>0$ is given. For $j=1,2, \ldots$ there is an open set $G_{j} \subset[a, b]$ for which $E_{j} \subset G_{j}$ and

$$
\mu\left(G_{j}\right)<\mu\left(E_{j}\right)+\frac{1}{2^{j}}
$$

and this together with the inequality given above yields

$$
\sum_{j=1}^{\infty} j \mu\left(G_{j}\right)<\sum_{j=1}^{\infty} j \mu\left(E_{j}\right)+\sum_{j=1}^{\infty} \frac{j}{2^{j}}<\infty .
$$

Hence there is an $r \in \mathbb{N}$ such that

$$
\sum_{j=r+1}^{\infty} j \mu\left(G_{j}\right)<\varepsilon_{0}
$$

If $t \in[a, b]$ then there is exactly one $j \in \mathbb{N}$ such that $t \in E_{j}$. For a given $t \in[a, b]$ let us choose the gauge $\omega$ such that

$$
[a, b] \cap(t-\omega(t), t+\omega(t)) \subset G_{j}
$$

If now $\left\{\left(H_{m}, t_{m}\right), m=1, \ldots, p\right\}$ is an $\omega$ - fine $L$ - system, then we have $t_{m} \in E_{j_{m}}$,

$$
H_{m} \subset\left(t_{m}-\omega\left(t_{m}\right), t_{m}+\omega\left(t_{m}\right)\right) \subset G_{j_{m}}
$$

and

$$
\left\|f\left(t_{m}\right)\right\|_{Y}<j_{m}
$$

for $m=1, \ldots, p$. Hence

$$
\begin{aligned}
\sum_{m=1}^{p}\left\|f\left(t_{m}\right)\right\|_{Y} \mu\left(H_{m}\right) & \leq \sum_{\substack{m=1 \\
j_{m} \leq r}}^{p} j_{m} \mu\left(H_{m}\right)+\sum_{\substack{m=1 \\
j_{m}>r}}^{p} j_{m} \mu\left(H_{m}\right) \\
& \leq r \sum_{\substack{m=1 \\
j_{m} \leq r}}^{p} \mu\left(H_{m}\right)+\sum_{\substack{m=1 \\
j_{m}>r}}^{p} j_{m} \mu\left(G_{j_{m}}\right)<r \eta+\varepsilon_{0} .
\end{aligned}
$$

Taking $\varepsilon_{0}<\frac{\varepsilon}{2}$ and $\eta<\frac{\varepsilon}{2 r+1}$ we obtain the desired result.

## McShane integral, the classes $\mathcal{S}^{\star}$ and $\mathcal{S}$

9. Definition. By $\mathcal{S}^{\star}=\mathcal{S}^{\star}([a, b] ; Y)$ the set of functions $f:[a, b] \rightarrow Y$ is denoted for which to every $\varepsilon>0$ there is a gauge $\delta$ on $[a, b]$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{j=1}^{l}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)<\varepsilon \tag{13}
\end{equation*}
$$

for every $\delta$-fine $L$ - partitions $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=\right.$ $1, \ldots, l\}$ of $[a, b]$.

By $\mathcal{S}=\mathcal{S}([a, b] ; Y)$ we denote the set of functions $f:[a, b] \rightarrow Y$ for which to every $\varepsilon>0$ there is a gauge $\delta$ on $[a, b]$ such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{l} f\left(s_{j}\right) \mu\left(L_{j}\right)\right\|_{Y}<\varepsilon \tag{14}
\end{equation*}
$$

for every $\delta$-fine L - partitions $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=\right.$ $1, \ldots, l\}$ of $[a, b]$.

Functions $f \in \mathcal{S}$ are called McShane integrable while functions $f \in \mathcal{S}^{\star}$ are called absolutely McShane integrable.
10. Lemma. If $f \in \mathcal{S}^{\star}$ then $f \in \mathcal{S}$, i.e. $\mathcal{S}^{\star} \subset \mathcal{S}$.

Proof. If $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=1, \ldots, l\right\}$ are $\delta$-fine $L$ - partitions of $[a, b]$ we have

$$
\mu\left(J_{i}\right)=\sum_{j=1}^{l} \mu\left(J_{i} \cap L_{j}\right)
$$

and

$$
\mu\left(L_{j}\right)=\sum_{i=1}^{k} \mu\left(J_{i} \cap L_{j}\right)
$$

Hence

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{l} f\left(s_{j}\right) \mu\left(L_{j}\right)\right\|_{Y} \\
& \quad=\left\|\sum_{j=1}^{l} \sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i} \cap L_{j}\right)-\sum_{i=1}^{k} \sum_{j=1}^{l} f\left(s_{j}\right) \mu\left(J_{i} \cap L_{j}\right)\right\|_{Y} \\
& \quad=\left\|\sum_{j=1}^{l} \sum_{i=1}^{k}\left(f\left(t_{i}\right)-f\left(s_{j}\right)\right) \mu\left(J_{i} \cap L_{j}\right)\right\|_{Y} \\
& \quad \leq \sum_{j=1}^{l} \sum_{i=1}^{k}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)
\end{aligned}
$$

and by Definition 9 this yields the statement.
11. Proposition. If $f \in \mathcal{S}$ then there is an element $S_{f} \in Y$ such that for every $\varepsilon>0$ there exists a gauge $\delta$ on $[a, b]$ such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-S_{f}\right\|_{Y}<\varepsilon \tag{15}
\end{equation*}
$$

for every $\delta$-fine $L$ - partition $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ of $[a, b]$.
Proof. Let $\varepsilon>0$ be given and assume that $\delta$ is the gauge which corresponds to $\frac{\varepsilon}{2}$ by the definition of the class of functions $\mathcal{S}$.

Denote

$$
S(\varepsilon)=\left\{S(f, D)=\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right) ; \quad D=\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}\right.
$$

an arbitrary $\delta$ - fine $L$ partition of $[a, b]\}$.
The set $S(\varepsilon) \subset Y$ is nonempty because by Cousin's lemma there exists a $\delta-$ fine $L$ - partition $\left\{\left(t_{i}, J_{i}\right), i, k\right\}$ of $[a, b]$. Since by definition of $\mathcal{S}$ we have

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{l} f\left(s_{j}\right) \mu\left(L_{j}\right)\right\|_{Y}<\frac{\varepsilon}{2}
$$

for every $\delta$-fine $L$ - partitions $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=\right.$ $1, \ldots, l\}$ of $[a, b]$, we have also

$$
\operatorname{diam} S(\varepsilon)<\frac{\varepsilon}{2}
$$

(by $\operatorname{diam} S(\varepsilon)$ the diameter of the set $S(\varepsilon)$ is denoted). Further evidently

$$
S\left(\varepsilon_{1}\right) \subset S\left(\varepsilon_{2}\right)
$$

provided $\varepsilon_{1}<\varepsilon_{2}$. Hence the set

$$
\bigcap_{\varepsilon>0} \overline{S(\varepsilon)}=S_{f} \in Y
$$

consists of a single point because the space $Y$ is complete (by $\overline{S(\varepsilon)}$ the closure of the set $S(\varepsilon)$ in $Y$ is denoted).

For the integral sum $S(f, D)$ we get

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-S_{f}\right\|_{Y}<\frac{\varepsilon}{2}
$$

whenever $D=\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ is an arbitrary $\delta$ - fine $L$ - partition of $[a, b]$.
12. Definition. The value $S_{f}$ given by Proposition 11 for a function $f \in \mathcal{S}$ will be denoted by $(\mathcal{S}) \int_{a}^{b} f d \mu$ and called the McShane integral of the function $f$.

Remark. It is easy to see that if $f \in \mathcal{S}^{\star}$ then by Lemma 10 it is also $f \in \mathcal{S}$ and in this case we have a $S_{f} \in Y$ such that (14) holds, i.e. the McShane integral $(\mathcal{S}) \int_{a}^{b} f d \mu$ can be defined for functions $f$ belonging to $\mathcal{S}^{\star}$.

It is easy to show that the McShane integral has the usual properties, e.g.
If for $f, g:[a, b] \rightarrow Y$ the integrals $(\mathcal{S}) \int_{a}^{b} f d \mu$ and $(\mathcal{S}) \int_{a}^{b} g d \mu$ exist then for $c_{1}, c_{2} \in \mathbb{R}$ the integral $(\mathcal{S}) \int_{a}^{b}\left(c_{1} f+c_{2} g\right) d \mu$ exists and

$$
(\mathcal{S}) \int_{a}^{b}\left(c_{1} f+c_{2} g\right) d \mu=c_{1}(\mathcal{S}) \int_{a}^{b} f d \mu+c_{2}(\mathcal{S}) \int_{a}^{b} g d \mu
$$

If $(\mathcal{S}) \int_{a}^{b} f d \mu$ exists and $[c, d] \subset[a, b]$ then also the integral $(\mathcal{S}) \int_{c}^{d} f d \mu$ exists.

In integration theory based on integral sums like the McShane integral the following lemma is useful.
13. Lemma (Saks - Henstock). Assume that $f \in \mathcal{S}$. Given $\varepsilon>0$ assume that the gauge $\delta$ on $[a, b]$ is such that

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{S}) \int_{a}^{b} f d \mu\right\|_{Y}<\varepsilon
$$

for every $\delta$ - fine $L$-partition $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ of $[a, b]$.
Then if $\left\{\left(r_{j}, K_{j}\right), j=1, \ldots, m\right\}$ is an arbitrary $\delta$-fine $L$-system we have

$$
\left\|\sum_{j=1}^{m}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)\right\|_{Y} \leq \varepsilon .
$$

Proof. Since $\left\{\left(r_{j}, K_{j}\right), j=1, \ldots, m\right\}$ is a $\delta$ - fine $L$ - system the complement $[a, b] \backslash \bigcup_{j=1}^{m} \operatorname{Int} K_{j}$ consists of a finite system $M_{m}, m=1, \ldots, p$ of intervals in $[a, b]$. The function $f$ belongs to $\mathcal{S}$ and therefore the integrals
(S) $\int_{M_{m}} f d \mu$ exist and by definition for any $\eta>0$ there is a gauge $\delta_{m}$ on $M_{m}$ with $\delta_{m}(t)<\delta(t)$ for $t \in M_{m}$ such that for every $m=1, \ldots, p$ we have

$$
\left\|\sum_{i=1}^{k_{m}} f\left(s_{i}^{m}\right) \mu\left(J_{i}^{m}\right)-(\mathcal{S}) \int_{M_{m}} f d \mu\right\|_{Y}<\frac{\eta}{p+1}
$$

provided $\left\{\left(s_{i}^{m}, J_{i}^{m}\right), i=1, \ldots, k_{m}\right\}$ is a $\delta_{m}$ - fine $L$ - partition of the interval $M_{m}$. The sum

$$
\sum_{j=1}^{m} f\left(r_{j}\right) \mu\left(K_{j}\right)+\sum_{m=1}^{p} \sum_{i=1}^{k_{f}\left(s_{i}^{m}\right)} \mu\left(J_{i}^{m}\right)
$$

represents an integral sum which corresponds to a certain $\delta$ - fine $L$-partition of $[a, b]$ and consequently by the assumption we have

$$
\left\|\sum_{j=1}^{m} f\left(r_{j}\right) \mu\left(K_{j}\right)+\sum_{m=1}^{p} \sum_{i=1}^{k_{m}} f\left(s_{i}^{m}\right) \mu\left(J_{i}^{m}\right)-(\mathcal{S}) \int_{a}^{b} f d \mu\right\|_{Y}<\varepsilon
$$

Hence

$$
\begin{aligned}
& \left\|\sum_{j=1}^{m} f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right\|_{Y} \\
& \quad \leq\left\|\sum_{j=1}^{m} f\left(r_{j}\right) \mu\left(K_{j}\right)+\sum_{m=1}^{p} \sum_{i=f\left(s_{i}^{m}\right)} \mu\left(J_{i}^{m}\right)-(\mathcal{S}) \int_{a}^{b} f d \mu\right\|_{Y} \\
& \quad+\sum_{m=1}^{p}\left\|\sum_{i=1}^{k_{m}} f\left(s_{i}^{m}\right) \mu\left(J_{i}^{m}\right)-(\mathcal{S}) \int_{M_{m}} f d \mu\right\|_{Y}<\varepsilon+p \frac{\eta}{p+1}<\varepsilon+\eta
\end{aligned}
$$

Since this inequality holds for every $\eta>0$ we obtain immediately the statement of the lemma.
14. Corollary. If $f \in \mathcal{S}$ and the Banach space $Y$ is finite-dimensional and if given $\varepsilon>0$ the gauge $\delta$ on $[a, b]$ is such that

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{S}) \int_{a}^{b} f d \mu\right\|_{Y}<\varepsilon
$$

for every $\delta$ - fine $L$ - partition $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ of $[a, b]$, then we have

$$
\sum_{j=1}^{m}\left\|f\left(r_{j}\right) \mu\left(K_{j}\right)-(S) \int_{K_{j}} f d \mu\right\|_{Y} \leq K \varepsilon
$$

for an arbitrary $\delta$ - fine $L$ - system $\left\{\left(r_{j}, K_{j}\right), j=1, \ldots, m\right\} . K$ is a constant which depends on the dimension of the Banach space $Y$ only.

Proof. It is easy to see that there is no restriction in assuming $\operatorname{dim} Y=1$. The more - dimensional case can be treated componentwise.

Assume therefore that $f:[a, b] \rightarrow \mathbb{R}$. Define $M_{+}$as the set of indices $j=1, \ldots, m$ for which

$$
f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu \geq 0
$$

and $M_{-}$as the set of indices $j=1, \ldots, m$ for which

$$
f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu<0 .
$$

Then by the Saks - Henstock lemma 13 we have

$$
\sum_{j \in M_{+}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)=\left|\sum_{j \in M_{+}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)\right| \leq \varepsilon
$$

and

$$
-\sum_{j \in M_{+}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)=\left|\sum_{j \in M_{-}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)\right| \leq \varepsilon
$$

Hence

$$
\begin{aligned}
& \sum_{j=1}^{m} \mid f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu \| \\
&= \sum_{j \in M_{+}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)-(\mathcal{S}) \int_{K_{j}} f d \mu\right)-\sum_{j \in M_{+}}\left(f\left(r_{j}\right) \mu\left(K_{j}\right)\right. \\
&\left.\quad-(\mathcal{S}) \int_{K_{j}} f d \mu\right) \leq 2 \varepsilon
\end{aligned}
$$

The constant $K$ for the general case comes from the relation between the given norm $\|\cdot\|_{Y}$ on $Y$ and the norm given for example as the sum of absolute values of the coordinates of a point in $Y$.

## Comparison of Bochner and McShane integrals

Our aim now is to compare the concept of Bochner and McShane integral described above.
15. Proposition. If $f \in \mathcal{L}$ then also $f \in \mathcal{S}^{\star}$ and

$$
\begin{equation*}
(\mathcal{L}) \int_{a}^{b} f d \mu=(\mathcal{S}) \int_{a}^{b} f d \mu \tag{16}
\end{equation*}
$$

Proof. Assume that $f \in \mathcal{L}$ and that $\varepsilon>0$ is given.
Let $f_{q}, q=1,2, \ldots$ be an $L^{1}$ - Cauchy sequence of simple functions which converges to $f \mu$ - almost everywhere in $[a, b]$, i.e.

$$
\lim _{q \rightarrow \infty}\left\|f_{q}(t)-f(t)\right\|_{Y}=0
$$

for $\mu$ - almost all $t \in[a, b]$.
Let $\eta \in(0, \varepsilon)$ and the gauge $\omega:[a, b] \rightarrow(0, \infty)$ be given by Lemma 8 . Take $\alpha \in\left(0, \frac{\eta}{2}\right)$. By the Fundamental Lemma 2 the sequence $f_{q}, q=1,2, \ldots$ can be chosen in such a way that there exists a set $Z_{\alpha} \subset[a, b]$ with $\mu\left(Z_{\alpha}\right)<\frac{\alpha}{2}$ such that the sequence $f_{q}$ converges to the function $f$ uniformly on $[a, b] \backslash Z_{\alpha}$. The $\mu$ - measurable set $Z_{\alpha}$ can be approximated from above by an open set $G_{\alpha}$ in such a way that $Z_{\alpha} \subset G_{\alpha}$ and $\mu\left(G_{\alpha}\right)<\alpha$. Let us define the closed set

$$
F_{\alpha}=[a, b] \backslash G_{\alpha} .
$$

Concluding we have the following result. To $\alpha>0$ there exists a closed set $F_{\alpha} \subset[a, b]$ such that

$$
\mu\left(F_{\alpha} \subset[a, b]\right)=\mu\left(G_{\alpha}\right)<\alpha
$$

and there is an $n_{\alpha} \in \mathbb{N}$ such that

$$
\left\|f_{q}(t)-f(t)\right\|_{Y}<\alpha
$$

for $q \geq n_{\alpha}$ and $t \in F_{\alpha}$.
Assume that $q \geq n_{\alpha}$. Since $f_{q}$ is a simple function there is a finite sequence $I_{q_{m}} \subset[a, b], m=1, \ldots, p_{q}$ of measurable sets such that

$$
I_{q_{m}} \cap I_{q_{l}}=\emptyset \quad \text { for } m \neq l
$$

and

$$
[a, b]=\bigcup_{m=1}^{p_{q}} I_{q_{m}}
$$

where

$$
f_{q}(t)=y_{q_{m}} \in Y \quad \text { for } t \in I_{q_{m}}, m=1, \ldots, p_{q} .
$$

By the measurability of the sets $I_{q_{m}}$ there exist closed sets $\boldsymbol{F}_{\boldsymbol{q}_{\boldsymbol{m}}}$ with $F_{q_{m}} \subset I_{q_{m}}$ and

$$
\mu\left(I_{q_{m}} \backslash F_{q_{m}}\right)<\frac{\eta}{2 p_{q}} \text { for } m=1, \ldots, p_{q}
$$

Hence

$$
\mu\left(\bigcup_{m=1}^{p_{q}}\left(I_{q_{m}} \backslash F_{q_{m}}\right)\right)=<\sum_{m=1}^{p_{q}} \frac{\eta}{2 p_{q}}=\frac{\eta}{2} .
$$

Define further

$$
A_{q_{m}}=F_{\alpha} \cap F_{q_{m}}, m=1, \ldots, p_{q} .
$$

The set $A_{q_{m}}$ is closed and $A_{q_{m}} \cap A_{q_{l}}=\emptyset$ for $m \neq l$. Therefore the distance of different sets $A_{q_{m}}$ is positive, i.e. there is a $\rho>0$ such that if $t \in A_{q_{m}}$, $s \in A_{q_{l}}$ and $m \neq l$, then

$$
|t-s|>\rho
$$

Further we have

$$
\begin{aligned}
{[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}} } & =\bigcup_{\substack{m=1 \\
p_{q}}}^{p_{q_{m}} \backslash \bigcup_{m=1}^{p_{q}}\left(F_{\alpha} \cap F_{q_{m}}\right)} \\
& \subset \bigcup_{\substack{m=1}}^{p_{q}}\left(I_{q_{m}} \backslash F_{q_{m}}\right) \cup \bigcup_{m=1}^{p_{q}}\left(I_{q_{m}} \backslash F_{\alpha}\right) \\
& =\bigcup_{m=1}\left(I_{q_{m}} \backslash F_{q_{m}}\right) \cup[a, b] \backslash F_{\alpha}
\end{aligned}
$$

and therefore

$$
\mu\left([a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}\right) \leq \sum_{m=1}^{p_{q}} \mu\left(I_{q_{m}} \backslash F_{q_{m}}\right)+\mu\left([a, b] \backslash F_{\alpha}\right)<\frac{\eta}{2}+\alpha<\eta .
$$

Let us take a gauge $\delta$ on $[a, b]$ such that

$$
\delta(t)<\min \left(\omega(t), \frac{\rho}{2}\right) \text { for } t \in[a, b]
$$

and

$$
(t-\delta(t), t+\delta(t)) \cap[a, b] \subset[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}
$$

provided $t \in[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}$. This can be done because the set $[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}$ is open.

Assume that $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=1, \ldots, l\right\}$ are $\delta$-fine $L$ - partitions of $[a, b]$. By the choice of the gauge $\delta$ given above we obtain the following properties of a $\delta$-fine $L$ - partition $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ :

If $t_{i} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}$, then there is $r=1, \ldots, p_{q}$ such that $t_{i} \in A_{q_{r}}$; since $\delta\left(t_{i}\right)<\frac{\rho}{2}$, we have

$$
\left(t_{i}-\delta\left(t_{i}\right), t_{i}+\delta\left(t_{i}\right)\right) \cap A_{q_{m}}=\emptyset
$$

provided $m \neq r$ and therefore also

$$
J_{i} \cap A_{q_{m}}=\emptyset
$$

for $m \neq r$.
If $t_{i} \notin \bigcup_{m=1}^{p_{q}} A_{q_{m}}$, then

$$
\begin{equation*}
J_{i} \subset\left(t_{i}-\delta\left(t_{i}\right), t_{i}+\delta\left(t_{i}\right)\right) \subset[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}} \tag{17}
\end{equation*}
$$

i.e.

$$
J_{i} \cap A_{q_{m}}=\emptyset
$$

for every $m=1, \ldots, p_{q}$. Moreover, since $\bigcup_{i=1, t_{i} \notin \cup A_{q_{m}}}^{k} J_{i} \subset[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}$, we get

$$
\mu\left(\bigcup_{i=1, t_{i} \nsubseteq \cup A_{q_{m}}}^{k} J_{i}\right) \leq \mu\left([a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}\right)<\eta
$$

Similar properties hold also for the partition $\left\{\left(L_{j}, s_{j}\right)\right\}$.
Assume now that $t_{i}, s_{j} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}$. If $J_{i} \cap L_{j}=\emptyset$, then necessarily

$$
\left|t_{i}-s_{j}\right|<\rho
$$

because dist $\left(t_{i}, J_{i}\right)<\frac{\rho}{2}$, dist $\left(s_{j}, L_{j}\right)<\frac{\rho}{2}$ and

$$
\left|t_{i}-s_{j}\right| \leq\left|t_{i}-a\right|+\left|s_{j}-a\right|<\rho
$$

where $a \in J_{i} \cap L_{j}$. In this situation there is an $r=1, \ldots, p_{q}$ for which $t_{i}, s_{j} \in A_{q_{r}}$. Indeed if $t_{i}$ and $s_{j}$ would belong to different $A_{q_{m}}$, then we
would have $\left|t_{i}-s_{j}\right|>\rho$ and this contradicts the inequality given above. Hence

$$
f_{q}\left(t_{i}\right)=f_{q}\left(s_{j}\right)=y_{q_{r}}
$$

because $A_{q_{r}} \subset I_{q_{r}}$. At the same time we also have $A_{q_{r}} \subset F_{\alpha}$ and therefore

$$
\left\|f_{q}(t)-f(t)\right\|_{Y}<\alpha \text { for } t \in A_{q_{r}} .
$$

This yields

$$
\begin{equation*}
\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \leq\left\|f_{q}\left(t_{i}\right)-f\left(t_{i}\right)\right\|_{Y}+\left\|f_{q}\left(s_{j}\right)-f\left(s_{j}\right)\right\|_{Y}<2 \alpha . \tag{18}
\end{equation*}
$$

If at least one of the inclusions $t_{i} \in \bigcup_{m=1}^{p_{q}}=A_{q_{m}}, s_{j} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}$ does not hold, i.e. if we have for example $s_{j} \in[a, b] \backslash \bigcup_{m=1}^{p_{q}}=A_{q_{m}}$ then by (17) we get

$$
J_{i} \cap L_{j} \subset L_{j} \subset[a, b] \backslash \bigcup_{m=1}^{p_{q}=} A_{q_{m}}
$$

and the tagged interval ( $J_{i} \cap L_{j}, s_{j}$ ) is $\delta$ - fine. Similarly also the tagged interval ( $J_{i} \cap L_{j}, t_{i}$ ) is $\delta$ - fine. The other possible cases lead to the same conclusion.

For showing $f \in \mathcal{S}^{\star}$ we need an estimate for the sum

$$
S=\sum_{i=1}^{k} \sum_{j=1}^{l}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)
$$

The set

$$
M=\{(i, j) ; i=1, \ldots, k, j=1, \ldots, l\}
$$

can be splitted into

$$
M_{1}=\left\{(i, j) \in M ; t_{i}, s_{j} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}\right\}=\text { and } M_{2}=M \backslash M_{1} .
$$

Then
$S=\sum_{(i, j) \in M_{1}}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)+\sum_{(i, j) \in M_{2}}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)$.
By (18) we get

$$
\sum_{(i, j) \in M_{1}}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)<2 \alpha \sum_{(i, j) \in M} \mu\left(J_{i} \cap L_{j}\right)=2 \alpha \mu([a, b]) .
$$

For the other sum $\sum_{(i, j) \in M_{2}}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)$ we know that

$$
\bigcup_{(i, j) \in M_{2}}\left(J_{i} \cap L_{j}\right) \subset[a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}
$$

that the intervals $J_{i} \cap L_{j}$ with $(i, j) \in M_{2}$ are nonoverlapping and

$$
\sum_{(i, j) \in M_{2}} \mu\left(J_{i} \cap L_{j}\right) \leq \mu\left([a, b] \backslash \bigcup_{m=1}^{p_{q}} A_{q_{m}}\right)<\eta .
$$

Hence by Lemma 8 we get

$$
\begin{aligned}
& \sum_{(i, j) \in M_{2}}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right) \\
& \quad \leq \sum_{(i, j) \in M_{2}}\left\|f\left(t_{i}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)+\sum_{(i, j) \in M_{2}}\left\|f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right) \leq 2 \varepsilon .
\end{aligned}
$$

Altogether we obtain

$$
S<2 \alpha \mu([a, b])+2 \varepsilon
$$

and this yields $f \in \mathcal{S}^{\star}$ by definition.
It remains to show that for the integrals the equality (16) holds.
Suppose that $\varepsilon>0$ is given. Assume that $E \subset[a, b]$ is an arbitrary measurable set. Let us put $F=[a, b] \backslash E$; then evidently $[a, b]=E \cup F$. In this situation there exist open sets $G$ and $H$ such that

$$
E \subset G, F \subset H
$$

and

$$
\mu(G)<\mu(E)+\varepsilon, \mu(H)<\mu(F)+\varepsilon
$$

Let us define a gauge $\delta:[a, b] \rightarrow(0,+\infty)$ such that

$$
\text { if } t \in E \text { then }(t-\delta(t), t+\delta(t)) \cap[a, b] \subset G
$$

and

$$
\text { if } t \in F \text { then }(t-\delta(t), t+\delta(t)) \cap[a, b] \subset H
$$

hold.
Let $\left\{\left(J_{i}, t_{i}\right)\right\}$ be a $\delta$ - fine $L$ - partition of $[a, b]$ and assume that $\chi_{E}$ is the characteristic function of the set $E$. Then

$$
\begin{equation*}
\sum_{i=1}^{k} \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right)=\sum_{i=1, t_{i} \in E}^{k} \mu\left(J_{i}\right) \leq \mu(G)<\mu(E)+\varepsilon \tag{19}
\end{equation*}
$$

and similarly

$$
\sum_{i=1}^{k} \chi_{F}\left(t_{i}\right) \mu\left(J_{i}\right)<\mu(E)+\varepsilon
$$

Further we have

$$
\sum_{i=1}^{k} \chi_{[a, b]}\left(t_{i}\right) \mu\left(J_{i}\right)=\sum_{i=1}^{k} \mu\left(J_{i}\right)=\mu([a, b])
$$

and also

$$
\chi_{[a, b]}=\chi_{E}+\chi_{F}
$$

This yields

$$
\begin{aligned}
\sum_{i=1}^{k} \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right) & =\sum_{i=1}^{k} \chi_{[a, b]}\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{i=1}^{k} \chi_{F}\left(t_{i}\right) \mu\left(J_{i}\right) \\
& >\mu([a, b])-(\mu(F)+\varepsilon)=\mu(E)-\varepsilon
\end{aligned}
$$

This inequality together with (19) implies

$$
\left|\sum_{i=1}^{k} \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right)-\mu(E)\right|<\varepsilon
$$

Since by definition we have

$$
(\mathcal{L}) \int_{a}^{b} \chi_{E}(t) d \mu=\mu(E)
$$

we have also

$$
\begin{equation*}
\left|\sum_{i=1}^{k} \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{L}) \int_{a}^{b} \chi_{E}(t) d \mu\right|<\varepsilon \tag{20}
\end{equation*}
$$

By definition we know that $\chi_{E} \in \mathcal{L}$ and by the result stated above we have also $\chi_{E} \in \mathcal{S}^{\star}$. The last inequality means that

$$
(\mathcal{L}) \int_{a}^{b} \chi_{E}(t) d \mu=(\mathcal{S}) \int_{a}^{b} \chi_{E}(t) d \mu
$$

If now $y \in Y$, then the function $y \chi_{E}:[a, b] \rightarrow Y$ belongs to $\mathcal{L}$. Therefore $y \chi_{E} \in \mathcal{S}^{\star}$ by the previous results and also

$$
(\mathcal{L}) \int_{a}^{b} y \chi_{E}(t) d \mu=y \mu(E)=y(\mathcal{L}) \int_{a}^{b} \chi_{E}(t) d \mu
$$

Hence by (20) we get

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k} y \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{L}) \int_{a}^{b} y \chi_{E}(t) d \mu\right\|_{Y} \\
& \quad=\left\|y\left[\sum_{i=1}^{k} \chi_{E}\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{L}) \int_{a}^{b} \chi_{E}(t) d \mu\right]\right\|_{Y}<\|y\|_{Y} \varepsilon
\end{aligned}
$$

i.e. we obtain

$$
(\mathcal{L}) \int_{a}^{b} y \chi_{E}(t) d \mu=(\mathcal{S}) \int_{a}^{b} y \chi_{E}(t) d \mu
$$

and this immediately implies that

$$
(\mathcal{L}) \int_{a}^{b} g(t) d \mu=(\mathcal{S}) \int_{a}^{b} g(t) d \mu
$$

for an arbitrary simple function $g:[a, b] \rightarrow Y$. Without any loss of generality it can be assumed that for the approximating sequence ( $f_{q}$ ) of simple functions the inequality

$$
\left\|f_{q}(t)\right\|_{Y} \leq\|f(t)\|_{Y}+1
$$

holds for $\mu$ - almost all $t \in[a, b]$. (It is possible to define $g_{q}(t)=f_{q}(t)$ if $\left\|f_{q}(t)\right\|_{Y} \leq\|f(t)\|_{Y}+1$ and $g_{q}(t)=0$ otherwise; $g_{q}$ is the the desired bounded approximating sequence of simple functions for the function $f$.)

Since

$$
\lim _{q \rightarrow \infty}\left\|(\mathcal{L}) \int_{a}^{b} f_{q} d \mu-(\mathcal{L}) \int_{a}^{b} f d \mu\right\|_{Y}=0
$$

there is a $q \in \mathbb{N}, q>n_{\alpha}$ such that

$$
\left\|(\mathcal{L}) \int_{a}^{b} f_{q} d \mu-(\mathcal{L}) \int_{a}^{b} f d \mu\right\|_{Y}<\varepsilon
$$

and for the simple function $f_{q}$ the equality

$$
(\mathcal{L}) \int_{a}^{b} f_{q} d \mu=(\mathcal{S}) \int_{a}^{b} f_{q} d \mu
$$

is satisfied.
Assume that $\delta_{1}$ is a gauge on $[a, b]$ for which $\delta_{1}(t)<\delta(t)$ if $t \in[a, b]$ (for the gauge $\delta$ see p. 14) and

$$
\left\|\sum_{i=1}^{k} f_{q}\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{S}) \int_{a}^{b} f_{q} d \mu\right\|_{Y}<\varepsilon
$$

for every $\delta_{1}$ - fine $L$ - partition $\left\{\left(J_{i}, t_{i}\right), i=1, \ldots, k\right\}$.
For such a $\delta_{1}$ - fine $L$ - partition $\left\{\left(J_{i}, t_{i}\right), i=1, \ldots, k\right\}$ we have

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{L}) \int_{a}^{b} f d \mu\right\|_{Y} \\
& \quad \leq\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{i=1}^{k} f_{q}\left(t_{i}\right) \mu\left(J_{i}\right)\right\|_{Y} \\
& \quad+\left\|\sum_{i=1}^{k} f_{q}\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{S}) \int_{a}^{b} f_{q} d \mu\right\|_{Y}+\left\|(\mathcal{L}) \int_{a}^{b} f_{q} d \mu-(\mathcal{L}) \int_{a}^{b} f d \mu\right\|_{Y} \\
& \quad \leq\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{i=1}^{k} f_{q}\left(t_{i}\right) \mu\left(J_{i}\right)\right\|_{Y}+2 \varepsilon .
\end{aligned}
$$

We need an estimate for the sum on the right hand side of this inequality. We split the sum into two parts, one with $t_{i} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}$ and the other one with $t_{i} \notin \bigcup_{m=1}^{p_{q}} A_{q_{m}}$, i.e.

$$
\begin{aligned}
\sum_{i=1}^{k}\left(f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right) \mu\left(J_{i}\right)= & \sum_{i=1, t_{i} \in \bigcup_{m=1}^{p}=A_{q_{m}}}^{k}\left(f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right) \mu\left(J_{i}\right) \\
& +\sum_{i=1, t_{i} \notin \bigcup_{m=1}^{\bigcup_{q}} A_{q_{m}}}^{k}\left(f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right) \mu\left(J_{i}\right) .
\end{aligned}
$$

If $t_{i} \notin \bigcup_{m=1}^{P_{i}} A_{q_{m}}$, then $\mu(\bigcup_{i=1, t_{i} \underbrace{\in}_{m=1}}^{k} J_{i} J_{i})<\eta$ and

$$
\begin{aligned}
& \left\|\sum_{i=1, t_{i} \notin \bigcup_{m=1}^{k}}^{k}\left(f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right) \mu\left(J_{i}\right)\right\|_{Y} \\
& \\
& \leq \sum_{i=1, t_{i} \notin \bigcup_{m=1}^{p} A_{q_{m}}}^{k}\left\|f\left(t_{i}\right)\right\|_{Y} \mu\left(J_{i}\right)+\sum_{i=1, t_{i} \notin \bigcup_{m=1}^{p_{q}} A_{q_{m}}}^{k}\left\|f_{q}\left(t_{i}\right)\right\|_{Y} \mu\left(J_{i}\right)
\end{aligned}
$$

$$
\leq \sum_{i=1, t_{i} \notin \sum_{m=1}^{p_{q}} A_{q_{m}}}^{k}\left(2\left\|f\left(t_{i}\right)\right\|_{Y}+1\right) \mu\left(J_{i}\right) \leq 2 \varepsilon+\eta<3 \varepsilon
$$

by Lemma 8 because $\mu\left(\quad \bigcup^{k} \quad J_{i}\right)<\eta$ in this case.

$$
i=1, t_{i} \notin \bigcup_{m=1}^{p_{q}} A_{q_{m}}
$$

If $t_{i} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}$ then

$$
\left\|f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right\|_{Y}<\alpha
$$

and

$$
\begin{aligned}
& \left\|\sum_{i=1, t_{i} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}}^{k}\left(f\left(t_{i}\right)-f_{q}\left(t_{i}\right)\right) \mu\left(J_{i}\right)\right\|_{Y}<\alpha \sum_{i=1, t_{i} \in \bigcup_{m=1}^{p_{q}} A_{q_{m}}}^{k} \mu\left(J_{i}\right) \\
& \leq \alpha \sum_{i=1}^{k} \mu\left(J_{i}\right)=\alpha \mu([a, b])<\varepsilon \mu([a, b]) .
\end{aligned}
$$

Putting together all these estimates, we finally obtain

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-(\mathcal{L}) \int_{a}^{b} f d \mu\right\|_{Y}<2 \varepsilon+3 \varepsilon+\varepsilon \mu([a, b])=\varepsilon(5+\mu([a, b]))
$$

for every $\delta_{1}$ - fine $L$ - partition $\left\{\left(J_{i}, t_{i}\right), i=1, \ldots, k\right\}$ and this implies

$$
(\mathcal{L}) \int_{a}^{b} f d \mu=(\mathcal{S}) \int_{a}^{b} f d \mu
$$

i.e. (16) is satisfied.

We have shown that if $Y$ is a general Banach space then $\mathcal{L} \subset \mathcal{S}^{*} \subset \mathcal{S}$. On the other hand the following statement holds.
16. Proposition. If $f \in \mathcal{S}^{\star}$ then also $f \in \mathcal{L}$ and

$$
(\mathcal{L}) \int_{a}^{b} f d \mu=(\mathcal{S}) \int_{a}^{b} f d \mu
$$

Proof (a sketch only). Assume that $f \in \mathcal{S}^{\star}$. Then to every $m=$ $1,2, \ldots$ there is a gauge $\delta_{m}$ on $[a, b]$ such that

$$
\sum_{i=1}^{k} \sum_{j=1}^{l}\left\|f\left(t_{i}\right)-f\left(s_{j}\right)\right\|_{Y} \mu\left(J_{i} \cap L_{j}\right)<\frac{\mu([a, b])}{4^{m}}
$$

for every $\delta_{m}$-fine $\mathrm{L}-\operatorname{partitions}\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=\right.$ $1, \ldots, l\}$ of $[a, b]$.

Without loss of generality we can assume that

$$
\delta_{m+1}(t) \leq \delta_{m}(t) \text { for } t \in[a, b], m=1,2, \ldots
$$

Let $\left\{\left(t_{i}^{(m)}, J_{i}^{(m)}\right), i=1,2, \ldots, k_{m}\right\}$ be a $\delta_{m}$ - fine $L$ - partition of $[a, b]$. Assume that $\left\{\left(t_{i}^{(m+1)}, J_{i}^{(m+1)}\right), i=1,2, \ldots, k_{m+1}\right.$ is a refinement of the partition

$$
\left\{\left(t_{i}^{(m)}, J_{i}^{(m)}\right), i=1,2, \ldots, k_{m}\right.
$$

i.e. that for $i=1,2, \ldots, k_{m+1}$ there is a $j \in i=1,2, \ldots, k_{m}$ such that $J_{i}^{(m+1)} \subset J_{j}^{(m)}$.

Define

$$
\begin{gathered}
f_{m}(t)=f\left(t_{i}^{(m)}\right) \text { for } t \in \operatorname{Int} J_{i}^{(m)} \\
f_{m}(t)=0 \text { otherwise. }
\end{gathered}
$$

The function $f_{m}:[a, b] \rightarrow Y$ is evidently simple.
Denote

$$
W(m, i)=\left\{j \in\left\{1,2, \ldots, k_{m+1}\right\} ; J_{j}^{(m+1)} \subset J_{i}^{(m)}\right\}
$$

Then

$$
\begin{aligned}
& \int_{a}^{b}\left\|f_{m+1}(t)-f_{m}(t)\right\|_{Y} d \mu \\
& \quad=\sum_{i=1}^{k_{m}} \sum_{j \in W(m, i)}\left\|f\left(t_{j}^{(m+1)}\right)-f\left(t_{i}^{(m)}\right)\right\|_{Y} \mu\left(J_{j}^{(m+1)}\right)<\frac{\mu([a, b])}{4^{m}} .
\end{aligned}
$$

Let $\varepsilon>0$ be given. Let us take $N \in \mathbb{N}$ such that

$$
\sum_{m=N}^{\infty} \frac{1}{4^{m}}<\frac{\varepsilon}{\mu([a, b])}
$$

If $q, r \geq N, r<q$ then

$$
\begin{aligned}
\left\|f_{q}-f_{r}\right\|_{Y} & \leq\left\|f_{q}-f_{q-1}\right\|_{Y}+\cdots+\left\|f_{r+1}-f_{r}\right\|_{Y} \\
& \leq \mu([a, b])\left(\frac{1}{4^{r}}+\frac{1}{4^{r+1}}+\cdots+\frac{1}{4^{q-1}}\right)<\varepsilon
\end{aligned}
$$

This implies that the sequence $\left(f_{m}\right)$ is $L^{1}-$ Cauchy and by the Fundamental Lemma 2 it contains a subsequence (we denote it again $\left(f_{m}\right)$ ) which converges pointwise $\mu$ - almost everywhere to a certain function $g:[a, b] \rightarrow Y$. By the results given above we have $g \in \mathcal{L} \subset \mathcal{S}^{\star}$ and

$$
(\mathcal{S}) \int_{a}^{b} g d \mu=(\mathcal{L}) \int_{a}^{b} g d \mu=\lim _{m \rightarrow \infty}(\mathcal{S}) \int_{a}^{b} f_{m} d \mu=\lim _{m \rightarrow \infty}(\mathcal{L}) \int_{a}^{b} f_{m} d \mu
$$

To finish the proof the following facts have to be shown:

$$
\lim _{m \rightarrow \infty}(\mathcal{S}) \int_{J} f_{m} d \mu=(\mathcal{S}) \int_{J} g d \mu
$$

and

$$
\lim _{m \rightarrow \infty}(\mathcal{S}) \int_{J} f_{m} d \mu=(\mathcal{S}) \int_{J} f d \mu
$$

for every interval $J \subset[a, b]$. Then

$$
(S) \int_{J}(g-f) d \mu=0
$$

for every interval $J \subset[a, b]$. From this then it is possible to show that $f(t)=g(t)$ for $\mu$ - almost all $t \in[a, b]$ and consequently $f \in \mathcal{L}$ because $g \in \mathcal{L}$.

## The finite dimensional case

Now we will show that the following statement holds.
17. Proposition. If $Y$ is a finite dimensional Banach space, then $\mathcal{S}^{\star}=$ $\mathcal{S}$.

Proof. Since $Y$ is finite dimensional, we can assume without loss of generality that $\operatorname{dim} Y=1$. Otherwise it is possible to work componentwise. So assume that $f:[a, b] \rightarrow \mathbb{R}$ and $f \in \mathcal{S}$.

Let $\varepsilon>0$ be given. By definition there is a gauge $\delta$ on $[a, b]$ such that

$$
\left|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{l}=f\left(s_{i}\right) \mu\left(L_{j}\right)\right|<\frac{\varepsilon}{4}
$$

for every $\delta$ - fine $L$ - partitions $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ and $\left\{\left(s_{j}, L_{j}\right), j=\right.$ $1, \ldots, l\}$. Clearly $\left\{\left(s_{j}, J_{i} \cap L_{j}\right), i=1, \ldots, k, j=1, \ldots, l\right\}$ and $\left\{\left(t_{i}, J_{i} \cap\right.\right.$ $\left.\left.L_{j}\right), i=1, \ldots, k, j=1, \ldots, l\right\}$ are also $\delta$ - fine $L$ - partitions of $[a, b]$.

Further we have

$$
\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{l} f\left(s_{i}\right) \mu=\left(L_{i}\right)=\sum_{i=1}^{k} \sum_{j=1}^{l}\left(f\left(t_{i}\right)-f\left(s_{i}\right)\right) \mu\left(J_{i}=\cap L_{j}\right) .
$$

Denote by $M_{+}$the set of indices $(i, j), i=1, \ldots, k, j=1, \ldots, l$ for which

$$
f\left(t_{i}\right) \geq f\left(s_{j}\right)
$$

and by $M_{-}$the set of indices $(i, j), i=1, \ldots, k, j=1, \ldots, l$ for which

$$
f\left(t_{i}\right)<f\left(s_{j}\right) .
$$

By the Saks - Henstock lemma 13 we get

$$
\left|\sum_{(i, j) \in M_{+}}\left(f\left(t_{i}\right)-f\left(s_{i}\right)\right) \mu\left(J_{i} \cap L_{j}\right)\right|=\sum_{(i, j) \in M_{+}}\left|f\left(t_{i}\right)-f\left(s_{i}\right)\right| \mu\left(J_{i} \cap L_{j}\right) \leq \frac{\varepsilon}{4}
$$

and similarly also

$$
\begin{aligned}
& \left|\sum_{(i, j) \in M_{-}}\left(f\left(t_{i}\right)-f\left(s_{i}\right)\right) \mu\left(J_{i} \cap L_{j}\right)\right|=\sum_{(i, j) \in M_{+}}\left(f\left(s_{i}\right)-f\left(t_{i}\right)\right) \mu\left(J_{i} \cap L_{j}\right) \\
& \quad=\sum_{(i, j) \in M_{+}}\left|f\left(t_{i}\right)-f\left(s_{i}\right)\right| \mu\left(J_{i} \cap L_{j}\right) \leq \frac{\varepsilon}{4}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\sum_{i=1}^{k} & \sum_{j=1}^{l}\left|f\left(t_{i}\right)-f\left(s_{i}\right)\right| \mu\left(J_{i} \cap L_{j}\right)=\sum_{(i, j) \in M_{+}}\left|f\left(t_{i}\right)-f\left(s_{i}\right)\right| \mu\left(J_{i} \cap L_{j}\right) \\
& +\sum_{(i, j) \in M_{-}}\left|f\left(t_{i}\right)-f\left(s_{i}\right)\right| \mu\left(J_{i} \cap L_{j}\right) \leq \frac{\varepsilon}{2}<\varepsilon
\end{aligned}
$$

and $f \in \mathcal{S}^{\star}$.

## The Dvoretzky and Rogers theorem

18. Definition. Let $z_{i}, i=1,2, \ldots$ be a sequence of elements of the Banach space $Y$. The series $\sum_{i=1}^{\infty} z_{i}$ is called unconditionally convergent if for 4 - Annales...
an arbitrary permutation of its summands it converges to the same element $z \in Y$.

The series $\sum_{i=1}^{\infty} z_{i}$ is called absolutely convergent if $\sum_{i=1}^{\infty}\left\|z_{i}\right\|_{Y}<\infty$.
REMARK. The Bolzano - Cauchy condition corresponding to the concept of unconditional convergence of a series $\sum_{i=1}^{\infty} z_{i}$ reads as follows:

The series $\sum_{i=1}^{\infty} z_{i}$ is unconditionally convergent if and only if to every $\varepsilon>0$ there is a $k \in \mathbb{N}$ such that

$$
\left\|\sum_{i \in Q} z_{i}\right\|_{Y}<\varepsilon
$$

for every finite set $Q \subset\{k+1, k+2, \ldots\}$.
It is easy to see that if $\sum_{i=1}^{\infty} z_{i}$ is absolutely convergent then it is unconditionally convergent.

In [3] Dvoretzky and Rogers proved the following theorem
19. Theorem. In an infinite-dimensional Banach space $Y$ for every sequence $c_{i}>0, i \in \mathbb{N}$ for which $\sum_{i=1}^{\infty} c_{i}^{2}<\infty$, there is an unconditionally convergent series $\sum_{i=1}^{\infty} z_{i}$, for which $\left\|z_{i}\right\|_{Y}=c_{i}$.

Remark. The choice $c_{i}=\frac{1}{n}$ gives an example of an unconditionally convergent series $\sum_{i=1}^{\infty} z_{i}$ for which $\sum_{i=1}^{\infty}\left\|z_{i}\right\|_{Y}=\sum_{i=1}^{\infty} \frac{1}{i}=\infty$.

Dvoretzky and Rogers proved also that the unconditional convergence of the series $\sum_{i=1}^{\infty} z_{i}$ is equivalent to the absolute convergence of $\sum_{i=1}^{\infty} z_{i}$ if and only if the dimension of the Banach space $Y$ is finite.

## The infinite dimensional case

In the sequel we will use these results of Dvoretzky and Rogers to show that the result of Proposition 15 does not hold for the case of an infinite dimensional Banach space $Y$, i.e. that we have $\mathcal{S}^{\star} \subset \mathcal{S}$ in this case.
20. Lemma. Suppose that $z_{i} \in Y, \lambda_{i} \in[0,1]$ for $i=1, \ldots, k$.

Assume

$$
\left\|\sum_{i \in Q_{l}} z_{i}\right\|_{Y}<1
$$

for any part $Q_{l}$ of elements of $\{1,2, \ldots, k\}$ with $l$ elements where $l \leq k$. Then

$$
\left\|\sum_{j=1}^{k} \lambda_{j} z_{j}\right\|_{Y}<\max _{j} \lambda_{j} \leq 1
$$

Proof. Without loss of generality assume that

$$
0 \leq \lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{k} \leq 1
$$

Then

$$
\begin{aligned}
\sum_{j=1}^{k} & \lambda_{j} z_{j}=\lambda_{1}\left(z_{1}+\cdots+z_{k}\right)-\lambda_{1}\left(z_{2}+\cdots+z_{k}\right)+\sum_{j=2}^{k} \lambda_{j} z_{j} \\
& =\lambda_{1}\left(z_{1}+\cdots+z_{k}\right)+\lambda_{2}\left(z_{2}+\cdots+z_{k}\right)-\lambda_{1}\left(z_{2}+\cdots+z_{k}\right) \\
& -\lambda_{2}\left(z_{3}+\cdots+z_{k}\right)+\sum_{j=3}^{k} \lambda_{j} z_{j} \\
& =\lambda_{1}\left(z_{1}+\cdots+z_{k}\right)+\left(\lambda_{2}-\lambda_{1}\right)\left(z_{2}+\cdots+z_{k}\right) \\
& +\left(\lambda_{3}-\lambda_{2}\right)\left(z_{3}+\cdots+z_{k}\right)+\cdots+\left(\lambda_{k}-\lambda_{k-1}\right) z_{k}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& \left\|\sum_{j=1}^{k} \lambda_{j} z_{j}\right\|_{Y} \\
& \quad \leq \lambda_{1}\left\|\sum_{j=1}^{k} z_{j}\right\|_{Y}+\left(\lambda_{2}-\lambda_{1}\right)\left\|\sum_{j=2}^{k} z_{j}\right\|_{Y}+\cdots+\left(\lambda_{k}-\lambda_{k-1}\right)\left\|z_{k}\right\|_{Y} \\
& \quad \leq \lambda_{1}+\left(\lambda_{2}-\lambda_{1}\right)+\left(\lambda_{3}-\lambda_{2}\right)+\cdots+\left(\lambda_{k}-\lambda_{k-1}\right) \\
& \quad=\lambda_{k}=\max _{j} \lambda_{j} \leq 1 .
\end{aligned}
$$

Assume now that the dimension of the Banach space $Y$ is infinite and that $\sum_{j=1}^{\infty} z_{j}$ is an unconditionally convergent series for which $\sum_{j=1}^{\infty}\left\|z_{j}\right\|_{Y}=+\infty$. Such a series exists by the above mentioned result of Dvoretzky and Rogers.

Let $K_{j} \subset[a, b], j=1,2, \ldots$ be open intervals such that $K_{j} \cap K_{i}=\emptyset$ for $i \neq j$. We have

$$
\sum_{j=1}^{\infty} \mu\left(K_{j}\right) \leq \mu([a, b])<\infty
$$

Denote

$$
K=\bigcup_{j=1}^{\infty} K_{j}, C=[a, b] \backslash K
$$

Let us set

$$
y_{j}=\frac{z_{j}}{\mu\left(K_{j}\right)} \text { for } j=1,2, \ldots
$$

The series $\sum_{j=1}^{\infty} y_{j} \mu\left(K_{j}\right)$ unconditionally converges to a sum $s \in Y$ while

$$
\sum_{j=1}^{\infty}\left\|y_{j}\right\|_{Y} \mu\left(K_{j}\right)=+\infty
$$

Let $\varepsilon>0$. Take $m \in \mathbb{N}$ such that
(a) $\left\|\sum_{j=1}^{m} y_{j} \mu\left(K_{j}\right)-s\right\|_{Y}<\frac{\varepsilon}{3}$,
(b) $\left\|\sum_{j \in Q}^{m} y_{j} \mu\left(K_{j}\right)-s\right\|_{Y}<\frac{\varepsilon}{3}$ for any finite set $Q \subset\{m+1, m+2, \ldots\}$ and define

$$
\begin{gathered}
f(t)=0 \text { for } t \in C \\
f(t)=y_{j} \text { for } t \in K_{j}, j=1,2, \ldots
\end{gathered}
$$

Assume that $\delta:[a, b] \rightarrow(0, \infty)$ is such a gauge on $[a, b]$ that

$$
(t-\delta(t), t+\delta(t)) \cap[a, b] \subset K_{j}
$$

for $j=1,2, \ldots$ and $t \in K_{j}$. Let

$$
0<\eta<\frac{\varepsilon}{3} \frac{1}{1+\sum_{j=1}^{m}\left\|y_{j}\right\|_{Y}}
$$

and let $G \subset[a, b]$ be an open set for which

$$
C=[a, b] \backslash K \subset G \text { and } \mu(G)<\mu(C)+\eta
$$

For $t \in C$ assume that

$$
(t-\delta(t), t+\delta(t)) \cap[a, b] \subset G
$$

Let $\left\{\left(t_{i}, J_{i}\right), i=1, \ldots, k\right\}$ be a $\delta$ - fine $L$ - partition of $[a, b]$.

Then by (a)

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-s\right\|_{Y}<\frac{\varepsilon}{3}+\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{m} y_{j} \mu=\left(K_{j}\right)\right\|_{Y}
$$

Denote

$$
K_{*}=\bigcup_{j=1}^{m} K_{j} \text { and } K_{* *}=\bigcup_{j=m+1}^{\infty} K_{j}
$$

and split the sum

$$
\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)=\sum_{i=1, t_{i} \in K}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)
$$

into two parts

$$
\begin{aligned}
\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right) & =\sum_{i=1, t_{i} \in K_{*}}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)+\sum_{i=1, t_{i} \in K_{* *}}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right) \\
& =\sum_{j=1}^{m} \sum_{i=1, t_{i} \in K_{j}}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)+\sum_{j=m+1}^{\infty} \sum_{i=1, t_{i} \in K_{j}}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right) \\
& =\sum_{j=1}^{m} y_{j} \sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)+\sum_{j=m+1}^{\infty} y_{j} \sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right) .
\end{aligned}
$$

Then we obtain

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-\sum_{j=1}^{m} y_{j} \mu\left(K_{j}\right)\right\|_{Y} \\
& \quad \leq\left\|\sum_{j=1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)-\mu\left(K_{j}\right)\right)\right\|_{Y}+\left\|\sum_{j=m+1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)\right)\right\|_{Y} .
\end{aligned}
$$

The last term in this inequality consists of a finite number of nonzero terms only and we have

$$
\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right) \leq \mu\left(K_{j}\right),
$$

i.e.

$$
\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)=\lambda_{j} \mu\left(K_{j}\right)
$$

where $\lambda_{j} \in[0,1]$. By (b) and by Lemma 18 we get

$$
\left\|\sum_{j=m+1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)\right)\right\|_{Y}<\frac{\varepsilon}{3}
$$

It remains to give an estimate for $\left\|\sum_{j=1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)-\mu\left(K_{j}\right)\right)\right\|_{Y}$. We have
$\left\|\sum_{j=1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)-\mu\left(K_{j}\right)\right)\right\|_{Y} \leq \sum_{j=1}^{m}\left\|y_{j}\right\|_{Y}\left(\mu\left(K_{j}\right)-\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)\right) \|_{Y}$
and

$$
\begin{aligned}
& \mu\left(K \backslash \bigcup_{t_{i} \in K} J_{i}\right)=\mu(K)-\mu\left(\bigcup_{t_{i} \in K} J_{i}\right)=\mu([a, b])-\mu(C)-\mu\left(\bigcup_{t_{i} \in K} J_{i}\right) \\
& \quad=\mu\left(\bigcup_{i=1}^{k} J_{i}\right)-\mu(C)-\mu\left(\bigcup_{t_{i} \in K} J_{i}\right)=\mu\left(\bigcup_{t_{i} \in C} J_{i}\right)-\mu(C) \leq \mu(G)-\mu(C)<\eta .
\end{aligned}
$$

Since

$$
K_{j} \backslash \bigcup_{t_{i} \in K_{j}} J_{i} \subset K \backslash \bigcup_{t_{i} \in K} J_{i}
$$

we get

$$
0 \leq \mu\left(K_{j} \backslash \bigcup_{t_{i} \in K_{j}} J_{i}\right)=\mu\left(K_{j}\right)-\mu\left(\bigcup_{t_{i} \in K_{j}} J_{i}\right) \leq \mu\left(K \backslash \bigcup_{t_{i} \in K} J_{i}\right)<\eta
$$

for every $j=1, \ldots, m$.
Therefore

$$
\left\|\sum_{j=1}^{m} y_{j}\left(\sum_{i=1, t_{i} \in K_{j}}^{k} \mu\left(J_{i}\right)-\mu\left(K_{j}\right)\right)\right\|_{Y} \leq \eta \sum_{j=1}^{m}\left\|y_{j}\right\|_{Y}<\frac{\varepsilon}{3}
$$

Finally we obtain

$$
\left\|\sum_{i=1}^{k} f\left(t_{i}\right) \mu\left(J_{i}\right)-s\right\|_{Y}<\varepsilon=7 F
$$

and this means that the integral $(\mathcal{S}) \int_{a}^{b} f d \mu$ exists and

$$
(\mathcal{S}) \int_{a}^{b} f d \mu=s=\sum_{j=1}^{\infty} y_{j} \mu\left(K_{j}\right)
$$

i.e. $f \in \mathcal{S}$. on the other hand, since the series $\sum_{j=1}^{\infty} y_{j} \mu\left(K_{j}\right)$ does not converge absolutely, the Bochner integral $(\mathcal{L}) \int_{a}^{b} f d \mu$ does not exist because $(\mathcal{L}) \int_{a}^{b}\|f\|_{Y} d \mu=\sum_{j=1}^{\infty}\left\|y_{j}\right\|_{Y} \mu\left(K_{j}\right)=\infty$.

This construction leads to the following statement.
21. Proposition. If $Y$ is an infinite - dimensional Banach space then there exists a function $f:[a, b] \rightarrow Y$ such that $f \in \mathcal{S}$ and $f \notin \mathcal{S}^{\star}$.

Finally together with Proposition 17 we obtain:
22. Proposition. Given a Banach space $Y$ then $\mathcal{S}^{\star} \subset \mathcal{S}$ and $\mathcal{S}^{\star}=\mathcal{S}$ if and only if the dimension of $Y$ is finite.
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