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D I F F E R E N T I A B L E S O L U T I O N S O F F U N C T I O N A L 

E Q U A T I O N S I N B A N A C H S P A C E S 

M A C I E J S A B L I K 

Abstract. We deal with the functional equation 

where functions F and g are given, defined in open subsets of Banach spaces 
and taking values in Banach spaces as well. We prove theorems on the exist-
tence and uniqueness of solutions of the equation in classes of differentiable 
functions. As corollaries we get some results on the conjugacy of diffeomor-
phisms. Analogous results have been known in the finite dimensional case 
only. 

In t roduc t ion . The aim of the present paper is to investigate existence 
and sometimes also uniqueness of local solutions of the functional equation 
of the first order 

<p(F(x)) = g(x,ip(x)), 

where given functions F and g are defined in open subsets of some Banach 
spaces and take values in Banach spaces, too. 

A n inspiration for our work comes from at least two sources. Observe that 
a particular case of the above written equation is the so called conjugacy 
equation 

<p(F(x)) = G(y>(*)), 

which, especially when G is linear, plays an important role in the theory of 
differential equations. When one deals with a dynamic system then solving 
this equation leads to linearization of the problem. Linearization is discussed 
in numerous papers under the assumption that given functions are defined 
in Euclidean spaces. Since we are interested here in looking for solutions 
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in higher regularity classes let us mention Ph . Hartman [6], S. Sternberg 
[27] and [28] and M . Kuczma [19]. These authors solve the linearization 
equation when the linear operator is a contraction or, more generally, when 
it is a hyperbolic mapping with the spectrum hotantersecting the unit circle. 

The present paper also contains results of such a type. However, the given 
mappings are defined how in spaces of infinite dimension. Thus theorems 
proved below extend mentioned above (cf. also Remarks 1.1 aiid 1.2 and 
comments after Theorem 3.3). Let us recall that a theorem on continuous 
linearization of a hyperbolic diffeomorphism of a Banach space into itself 
is known as Grobmah-Hartman theorem and is quoted for instance in Z. 
Nitecki's book [24] (Theorem 2.2). 

Another reason to write this paper comes from a natural temptation to 
generalize some earlier results from the theory of functional equations. Many 
authors investigated existence and uniqueness of differentiable solutions of 
equations'of the first order. In particular let us mention the papers of B . 
Ćhóczewski [3], J ."Matkowski [22] and [23] and the book of M . Kuczma [18] 
(Chapter IV) . 

Our Theorem 1.2 is a generalization of a result contained in [3] to the 
case of some Banach spaces. Moreover, this theorem says more about the 
asymptotic properties of solutions at the fixed point of F. Let us note that 
J . Matkowski's theorems from [12] and [13] have weaker assumptions (m-th 
derivatives of g need not be LipSchitzian with respect to the second variable) 
but on the other hand their statements are valid in E and existence of open 
relatively compact sets plays a crucial role in proofs. It is interesting that to 
prove uniqueness of solution's we need riot require that derivatives óf g are 
Lipschitzian (cf. Theorem 1.3). 

Also Theorems 2.1 and 2.2 concerning the dependence of solutions on an 
arbitrary function are extensions of well known theorems from [3] and [18] 
(Chapter IV) to the infinite dimensional case. 

As the situation changes when we go from one dimensional case to mul­
tidimensional one it seems to be more adequate to compare our results with 
those obtained by Belitskii [2] or Kucko [9]-[17], cf. also [1] and [8]. Some 
of the results stated by the former authors are generalized here - not only 
because the space is more general but also because so are some mappings 
(cf. Remarks 1.1 and 1.2 and comments after Theorem 3.3). 

The paper contains four sections. The first one includes basic notions and 
some technical lemmas and theorems. They give formulae for higher order 
derivatives of composite functions in Banach spaces, describe the possibility 
of extending a function from a neighbourhood of 0 onto the whole space with 
regularity properties preserved. Also possibility of introducing equivalent 
norms so that the norms of operators are close to their spectral radius is 
dealt with. 
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We use standard notation in our paper. In particular derivatives are 
denoted as in real case, we use the same symbol || || for norms in different 
Banach spaces since it does not lead to any confusion. Similarly 0 stands for 
zero in different spaces but it is always clear what we mean. 

I would like to dedicate this paper to memory of Professor Marek Kuczma 
(1935-1991) whose inspirating and motivating remarks made this paper be 
written. 

§ 0. We shall first recall or prove some results that will be useful in the 
sequel. In what follows the differentiability of mappings will be understood in 
the sense of Frechet (see e.g. [4]). If X, Y are Banach spaces, U a nonempty 
open subset of X and / : U —* Y is fc-times differentiable then we use the 
symbol f^(x) for the k-th derivative of the mapping / at the point x and 
/(*)(«)(/»!,... , hk) denotes the value of f^(x) on the vector (hi,... ,hk) G 
Xk. Cm(U,Y) will mean the family of all mappings / : U —• Y which are 
m-times continuously differentiable. We write Lk(X,Y) for the set of all 
A;-linear forms from X into Y. 

If U and V are nonempty open subsets of Banach spaces X and Y respec­
tively, Z is a Banach space and g G Ck(U x V, Z) then for (x,y) G U x V 
the symbol (x, y) means a partial derivative (j-times with respect 
to the first and k — j- t imes with respect to the second variable). A l l such 
partial derivatives are equal independently of the order of differentiation. 

In the set Z n of all n-tuples of integers define the following relation of 
partial order: if a = (ai,... , an) and b = ( & i , . . . , bn) belong to Z n then 

a < b & a,i < bi for every i 6 { 1 , . . . ,n} . 

Denote by ZIf. all n-tuples of positive integers and for b = (bi,... , 6 n) G TLn 

put 6! := bi\...bn\ and |6| := h + ... + &„. 
L . E . Fraenkel in [5] proved the following. 

L E M M A 0.1 Let X,Y,Z be Banach spaces, U and V nonempty open 
subsets ofX and Y, respectively. Let f G Cm(U,V) and g G Cm(V,Z) for 
some m G N . Then u := g o / G Cm(U,Z) and for every k G { 1 , . . . ,m}, 
x € U and h = (hi,... , hk) G Xk we have 

UW(x) 

(O- 1 ) = E £ E W - V " ^ / ^ ) ) ^ 6 ^ ^ ) ^ ) , . . . , ^ ) ) , 
n=l |6|=fc v 

. . . ,/ ( 6 -)(a;)(/i f f ( f c _ t n + 1 ) , . . . ,/iCT(fc))) 

2' 
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where b = (bi,... ,bn) are from 1Ą. and means the sum over all permu-

tations a of the set { 1 , . . . , k}. 

The next lemma can be proved by induction requiring only some skill in 
computation of derivatives (cf. [18], Chapter IV). 

L E M M A 0 . 2 Let U and V be nonempty open subsets of Banach spaces 
X and Y respectively, let Z be a Banach space, g G Cm(U x V, Z), ip G 
Cm(U,V) for an m 6 N . Then for every k € { 1 , . . . ,m}, x € U and 
h = ( h i , h k ) G Xk we have 

2 9(; <p(-)){k)(z)h =g'Y(x, <fi(x)) o ̂ k\x)h + Pk(x, <p(x), <p'(x))K 

+Rk(x,<p(x),...,^k-1\x))h. 

Here 
Pi(x,<p(x),<p'(x)h = g'x(x,(p(x))h 

and 
k 

Pk(x,<p(x),<p'(x))h = J2 ^gxl-iYi(.x,<p(x))o A*ej(x)h, 
j=0 Cj 

where Ak

c,(x) are cartesian products of idx(k — j - times) and <p'(x) 

(j - times) and J2 denotes the sum over (k) such products. 

Further, for every x G U, Rk(x,<p(x),... ,^ f c _ 1 )(a;)) G Lk(X,Z) can be 
represented as a finite sum of terms of the form 

(0-3) g{

s

rl.. ,s>> ¥>(*)) 0 Bk

Sl s » , r e { 2 fc-1}, 

with Sj = X or Sj = Y for j G { 1 , . . . ,r} and 5 ^ s (x) being cartesian 
products of idx, f'(x),... ,<,o(fc-1)(x) containing at least one derivative of 
(p at x of order at least two. 

C O R O L L A R Y 0 .1 Under the assumptions of Lemma 0.2, if moreover V = Y 
and g(x, •) G L(Y, Z) for every x G U then for every k G { 1 , . . . , m}, x G U 
and h = (hi,... , hk) G Xk we have 

k 

(0.4) g(.M.))W(x)h = £ ^ a i : , ^ ^ . 
3=0 »j-

where Oj is a choice of j numbers from the set { 1 , . . . ,k}, coordinates of 
h3

a. G XJ are the coordinates of h corresponding to this choice and coordi­
nates of hk~^ G Xk~i are the remaining coordinates ofh. 
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We also have 

C O R O L L A R Y 0.2. Let X and Y be Banach spaces, K the scalar field ofY 
and U a nonempty open subset ofX. If<p € Cm(U,Y), a € Cm(U,K) then 
for every k € { 1 , . . . ,m}, x e U, h = (hi,... ,hk) G Xk 

k 

(0.5) (a(-M-))W(x)h = £ 5>< f c - '>(x)**7y'>(x)fcj ,) 
3=0 <?j 

where Oj, hJ

a., have the same meaning as in Corollary 0.2. 

Since we will often use equivalent norms in what follows we need the 
following 

L E M M A 0.3. Let U be a nonempty open subset of a Banach space X and 
let Y be a Banach space. Then for any mapping ip : U —> Y the class of its 
regularity and the values of derivatives do not depend on equivalent norms. 
Moreover, if || \\x and || \\2

X are equivalent norms inX, \\ \\\, and || | |^ are 
equivaient norms in Y and <p € Cm(U,Y) then there exist d > 0 and D > 0 
such that 

d sup {||v(m)(aOHi : * € U} < sup {||Y>(m)(*)l|2 : x G U} 

<D sup {v(m)(^)lli :x£U}, 

where || ||,-, i — 1,2, are norms in Lm(X,Y) generated by \\ \\x and \\ \\ł

Y, 
i = 1.2. 

We omit here an immediate proof of this lemma. 
Our method of solving functional equations in the sequel will require 

possibility of extending mappings from a neighbourhood of 0 onto the whole 
space in such a way that the extension be as regular as the original mapping. 
The procedure is similar to that used in [6] (Chapter IX) . There, however, 
the problem was solved in the case of finite dimensional spaces. 

We shall prove an "extension lemma" for the class of Banach spaces sat­
isfying the following condition 

(C) There exists a functional q e C°°(X,R) such that 

0) V V A (CIMI* * ?(*) * INI"). 
Nen c>i x€X 

01) V A A (iî oon * m \ * \ \ N - h ) , 

£>>0 l<k<N x£X 
(iii) / \ (qW = 0). 

k>N 
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R E M A R K 0.1. (iii) implies by the mean value theorem that q(N) : X —> 
LN(X,W.) is a constant mapping. 

E X A M P L E S 1. Every real Hilbert space with the square of the norm as q 
satisfies (C). 

2. Let p € N . Every space £ 2 p ( f t , E, / / ) of real functions integrable with 
2p-th power satisfies (C) with q = \\ • | | 2 p . The same holds true for spaces 
7 2 p of real sequences summable with 2p-th power. 

R E M A R K 0.2. In view of Lemma 0.3 it is clear that replacing a norm in 
X by an equivalent one preserves (C). Moreover, N remains unchanged in 
(C) and multiplying'functional q "good" for the original norm by a suitable 
constant we get a functional "good" for the new norm. 

Before stating next lemma let us quote the following version of the inverse 
function theorem (cf. [7], [24]) 

P R O P O S I T I O N 0.1. Let X,Y be Banach spaces, L 6 L(X,Y) a bijection 
and let i/>: X —> Y be a Lipschitz mapping with Lipschitz constant Lip (V>) < 

Then L + ip is a bijection and (L + ^)_1 is a Lipschitz mapping 
with Lip ((L + V ) - 1 ) < l / d l ^ i r 1 - W W ) . 

Now we shall prove the following 

L E M M A 0.4. Let X and Y be Banach spaces and let X satisfy (C). Let 
U be an open neighbourhood ofO eX.IfFe Cm(U,Y)and F(0) = 0 then 
for every e > 6 there exists a 8' > 0 such that for every 6 € (0,5') there 
exists a function Fs^ 6 C™(X,Y) with the following properties 

(0.6) V (Ml < s • R => FU*) = ?(*))} IMI. > S FsA*)-= F'(0)x, 
* fl>0 

(0.7) A < n n o ) i i + £), 
xex 

V A A ( N i < ^ 
L>0 l<r<m xeX 

\\(Fs,e - #'(0))< r )(*)ll < LJ2S^\\(F-F'(0))^(x)\\), 
(0.8) 
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(0.9) if F'(6) is a bijection then for e small enough Fs e is a bijection, too 
and A < l / d i n O ) - 1 ! ! - 1 -e)). 

XC.X 

P R O O F . For x € U we can write F(x) = F'(0)x + <p(x), where 
<p € Cm(U,Y), y>(0) = 0 € y , y>'(0) = 0 £ Let q,c and JV be 
as in (C) and put := l/C2N. Moreover, let Q .= g W . Let a € C ° ° ( m , E ) 
be such a function that 

o ( i ) = lo, | « | > i / c . 

Denote by M0 := sup{|a(fc>(<)| : < 6 M, A € { 0 , . . . , m}}. F ix an £ > 0 
and choose > 0 in such a way that | |x|| < 6' a; € f7 and 

(0.10) ' sup{ | | V >(x) | | : | | a ! | |< t $ , }< e / ( | |g | |Mo + l ) 

and 

(0.11) sup{ | |F< m >(x)-F( m ) (0) | | : | |x|| < 6'} < +oo 

For a 6 < 6' and x C. X put 

X x ) , ||*|| 

1 o. * * ' ' ( a S ) = ' " l x | | > *. 

It iseasy to see that then Fs>e: := F'(0) + € Cm(X,Y) and fulfils (0.6). 
Further, if | |x|| < 6 and h e X then (cf. Corollary 0.2) 

F'St£(x)h=F'(0)h+(a'(q(x)/C6N)(l/C6N)q'(x)h)<p(x) 

+ a(q(x)/C6Nj<p'(x)h 

which implies by the choice of 6', (C), the mean-value theorem and (0.10) 

| | ^ i £ ( x ) - F'(0) | | < M o ( l / C ^ ) | | g y ^ - 1 s u p { | | ^ ( x ) | | : | |x| | < 6} • S 

+ s u p { V ( x ) | | : | | x | | <S}<e, 

and (0.7) follows. 
Observe that by the mean-value theorem for x, y £ X we have 

\\<Ps,c(x) - <ps,e(y)\\ ^ »up{||v*,«(*)ll : z € X}\\x - y\\ 
= s u p { | | ą £ ( z ) - F'(0) | | : z G X}\\x - y\\ < Ax - y\\, 
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so the constant Lip (<fs,e) < £• If -^'(0) is a bijection and e < ^ ' ( O ) - 1 ! ! - 1 

then we may use Proposition 0.1 to get (0.9). 
In order to prove (0.8) define /? : X - » E by /3(x) = a(q(x)/C6N). Using 

Corollary 0.2 we obtain for r G { 1 , . . . ,m} and h = ( / i 1 ? . . . , / i r ) G Xr, if 
| |x|| < 5, 

\\(FStE-F'(o)fr\x)h\\ = \\Ą%)h\\ = \\J2 Y . ^ ' ^ K - ^ K ^ I 
3=0 Oj 

Hence 

(0.12) | | v W ( x ) | | < £ ( ' ) ||/*p-'">(x)|| • \\^\x)\\. 
3=0 V J / 

Now, from Lemma 0.1 we obtain for all n G N , h = (hi,... , hn) G Xn and 
x G X such that | |x|| < 6 

fin)(x)h 

• = E E E ( f c ! 6 ! ) - 1 ( a ( f c ) ( g ( x ) / C ^ ) ) / C f c ^ f c ( g ( , ' ^ ( x ) ^ , 
k=l \b\=n a 

...,q^\x)h^) 

whence 

||/?(">(x)|| 

(0.13) £ n ! ( 6 ! f c ! ) - 1 ( C O - f c M o | k ( f c l ) ( x ) | | . . . . - | | ^ ) ( x ) | | . 
fc=l \b\=n 

Condition (iii) in (C) implies that on the right hand side of the above inequal­
ity only those summands do not vanish for which b{ < N, i £ {1,... ,k}. 
Putting In = {1,... ,N} and using (C) we derive from (0.13) 

k=l \b\=n 

whence 

( 0 . 1 4 ) ||/3(")(x)|| < J2(M0n\/k\)(D/C)k I £ 6 g i * 
,fc=l \ \b\=n / 

/6n. 
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Denote the expression in square brackets by Mn and put 
Z : = m a x { ( p M r _ i ; je { 0 , . . . , r } } / 

We see that ( 0 . 1 2 ) and ( 0 . 1 4 ) imply ( 0 . 8 ) which ends the proof. • 
Although looking for local solutions of the functional equations, we will 

use a method of finding fixed points of some operators defined on subspaces 
of the space of bounded functions from X into Y. To define the operators 
properly we will need extensions of some functions defined in a neighbour­
hood of 0 6 X x Y onto a cylinder in X x Y containing X. The extensions 
should preserve regularity of the original functions. This is why we prove 
the following extension lemma. 

L E M M A 0 . 5 . Let X and Y be Banach spaces and let X satisfy (C). Let U 
and V be open neighbourhoods of origins in X and Y, respectively. Further, 
let G € Cm(U X V,Y) fcv a positive integer m and suppose that G ( 0 , 0 ) = 0 
and G ' x ( 0 , 0 ) = 0. Then for every e > 0 there exist 6' > 0 and g' > 0 such 
that for every 6 € ( 0 , £ ' ) there is a mapping Gs,e G Cm(X x {y eY : \\y\\ < 
Q'},Y) with the following properties 

V [(||*|| < 6 • R A \\y\\ <Q'=> GWIV) = G{x,y)) A 
R>0 

(INI > * A IMI < e' => Gs,e(x,y) = G'Y(0,0)y)] 

snp{\\(GSi£yY(x,y)-G'Y(0,0)\\.: 

(x,y)eXx{yeY:\\y\\<e'}}<e, 

s*P{||(GW*(s.y) l l :(x,y)eXx{yeY: \\y\\ < g'}} < e, 

V A A^x(\\x\\<6 A \\y\\<g'^ 
K>0 \<r<m y € 

\\G{
s%,y)-G'Y(0,0Yr\y)\\ 

<KJ2(6J-r)\\G(i)(*,y) ~ G'Y(0,0)W(y)\\), 
3=0 

V A A (iwi * * A \\y\\ ^e'* 

S>0 l<r<m x B X 

\\(GsJpr(x,y)-G'x(0,y)ir\x)\\ 

<sJ2S^\\G^](x,y) - G'x(0,y)U\x)\\). 
3=0 

( 0 . 1 5 ) 

( 0 . 1 6 ) 

( 0 . 1 7 ) 

( 0 . 1 8 ) 

( 0 . 1 9 ) 



26 

Moreover, if there exists a Q 6 (0, Q'\ such that 

V A A ( N i < < ? A II?II<0=> 
(0.20) Li>0 XC.U y,y£Y 

\\G(m\x,y)-G(m\x,y)\\< LiWy-y\\) 

then 

• V A A * « A iroi * o 
L2>0 x£U y,y€Y 

(0.21) ||/7(TOVr iA - «<m> 

m 

3=1 

+6-msM\\G'Y(x,y)\\:\\x\\<6,\\y\\<g'}). 

P R O O F . Let q,Q,R,a and Mo be the same as in the proof of the preceding 
lemma. F ix e > 0 and choose g' and 6' in such a way that the following 
relation holds. 

IMI <*' A ||y|| < Q' => 

(0-22) l |G ' y (x ,y) - G' y (0,0) | | + | | ( ^ ( z , y ) | | 

< m i n { e , £ / 2 M 0 | | Q | | , € / M o | | Q | | + l } 

and 

(0.23) f\ a r : = s u p { | | G < r ) ( x , y ) | | : | | x | | < * ' , ||y|| < Q'} < +oo. 
1 <r<m 

Put for 6 € (0,«')» all x € X and y G y such that ||y|| < p' 

J a ( c ( x ) / C ^ ) 7 ( * , y ) , ||x|| < tf, 
7 5 , e (x ,y )= < 

0, x > 5, 

where 7 := G - G' y (0 ,0) . It is easy to see that Gs.e : X x {y e Y : ||y|| < 
-> y given by G«,«(x,y) = G' y (0,0)y + 7«,«(x,y) satisfies (0.15); (0.16) 

and (0.17) are also obvious because by (0.22) 

\\{G,JY(x,y) - G' y (0,0) | | <\a(q(x)/SNC) \\lY(x,y)\\ 

< | | G ' y ( x , y ) - G ' y ( 0 , 0 ) | | < £ 
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and 
\\(Gs,c)'x(x,y)\\ = \\(ls,e)'x(x,y)\\ ^ 

^la'^xvc^^iiigiinxir-1^)-1!!!^,?/)!! 
+ | | 7 i ( * , » ) | | < M o | | g | | * - 1

r a p { | | 7 ' ( x , y ) j | : ||x|| < ||y|| < ą'}6 

+ h'x(*,y)\\ < (Mo\\Q\\ + i ) s u p { | | 7 U * , y ) l l 

+ h'x(x,y)\\: | |x|| < * ' A ||y|| < e'} < e 

if | |x| | .< 6 and < e'-

A n analogous computation as in the proof of Lemma 0.4 gives (0.18). To 
obtain (0.19) note that putting Fy(x) := G(x,y) for a fixed y (with \\y\\ < 
e') we define a function Fy which satisfies all assumptions of Lemma 0.4. 
Moreover, for x G U and r G { 1 , . . . ,m} we have Fy

r\x) = G^r(x,y). 
From (0.22) it results that 8' defined there is small enough for the inequality 
(0.10) to hold for Fy. We may then apply Lemma 0.4 for 6 < 6' which gives 
(0.19). 

Let us proceed to the proof of the last statement. To this aim put for 
(x,y)eX xY such that ||x|| < 6, ||y|| < e' 

(3(x,y) = a(q(x)/C6N). 

Then for all r G { 1 , . . . ,m} and (h,t) = ( ( / i i , * i ) , . . . ,(hr,tr)) G (X x Y)r 

we have 
^(x,y)(h,t) = a(q(.)/CÓN)W(x)h. 

Applying Corollary 0.2 we get for all x G X and y,y G Y such that |jx|| < 
6, \\y\\ < e and < Q 

\\G{£\x,y)-G%\x,y)\\ 

= l l 7 S ) ( * , » ) - 7 S ) ( * , P ) l l 

< £ ( 7 ) l l / ? ( ł n " j ) ( x ' j ) ^ y ) - ° u ) { x > 
i - 0 V J / 

<\\G^(x,y)-G^\x,y)\\ + \\y-y\\ 

x £ ( 7 ) ^ ~ - i * i " m r a P { I K ^ i ) ) W » . i f ) l l : INI < *, ||y|| < e] 

j=o \ J ' 
m—1 

<L2(1+ J ] ^ - " l + r " l sup{ | |G ' y (x ,2 / ) | | : | | x | |< ( 5 , | |„ | | < e}\\y || 

m 

=L2C£V-m + 6-msuv{\\G'Y(x,y)\\:\\x\\<6, \\y\\ < 6}\\y - y\\, 
i = i 
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where Mn are defined as. in the proof of the preceding lemma and 
L2 := m a x { L i , m a x { ( ^ ) M m _ i 5 i : j 6 { 1 , . . . ,ra}}} (cf. (0.23)). • 

Second part of our introductory remarks contains some facts on linear 
operators we shall use in the next chapter. 

For a given operator A £ L(X,X), where X is a Banach space, denote 
by sj)(A) the spectrum of A, and by rs(A) the spectral radius of A (equal 
to l im HA"!!1/"; in complex Banach spaces we have ra(A) = sup |sp (A)\). 

n—kx> 

Note also that the value of the spectral radius does not depend on equivalent 
norms in X. 

Suppose now that X is a real Banach spaces. Then it can be embedded 
into a complex Banach space Z = X + iX with the norm denned by 

\\x + iy\\ = Sup{(\x*(x)\K\x*(y)\2)1'2: x* 6 X \ \\x*\\ < 1}, 

where X* denotes the dual space of X. It can be easily shown that A £ 
L(X, X) is a bijection if and only if the operator A : Z —> Z denned by 

(0.24) A(x + iy) = Ax + iAy 

is a bijection. Moreover we have for every n £ N 

(0.25) < p i < 2 P 1 

and also A *(x + iy) = A~xx + iA~xy for every x + iy C. Z ii Ais invertible. 
Let us prove the following 

L E M M A 0.6. Let X be a real Banach space and let A G L(X,X) be 
a bijection. Then X can be displayed into a direct sum of spaces Xi and 
X2 invariant under A if and only if Z = X + iX can be displayed into a 
direct sum of spaces Z\ and Zi invariant under A defined by (0.24) and the 
following relations hold 

(0.26) rs(A\Xl) = ra(A\Zi) and rs((A\X2)-1) = r s ( ( A | Z 2 ) - 1 ) . 

P R O O F . T O prove the " i f part put Zx = Xi + iXx and Z2 = X2 + iX2. 
Both spaces are obviously invariant under A. From the definition of rs 

and (0.25) we obtain the first equality in (0.26). The second one follows 

by replecing A and A by A~l and A in (0.26). On the other hand let 
Z be a direct sum of Zj, j = 1,2. Then there exist real Banach spaces 
Xj, j = 1,2, such that Zj = Xj + iXj, j = 1,2. It is not difficult to check 
that X is a direct sum of Xj, j = 1,2. • 
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The next lemma will enable us to change the norm in X so that the 
induced operator norm of a given A € L(X,X) is close to rs(A). 

L E M M A 0.7. (cf. [21]). Let || || be a norm in X and let A € L(X,X) be 
a bijection. Then for every s > 0 there exists a norm || | | e equivaient to \\ \\ 
and such that 

\\A\\e<r3(A) + e and p " 1 | | e < r ^ A " 1 ) + e. 

(Here \\A\\e and | | A - 1 | | e denote the operator norms of A and A-1 induced 
by II i i . ; . 

Now let us quote after F . Riesz and B . Sz. - Nagy [26] 

T H E O R E M 0.1. Let Z be a complex Banach space and let A € L(Z,Z). 
Moreover, suppose that sp (A) = Si U S2 and dist (Si,S2) > 0 if Si ^ 0, 
i = 1,2. Then Z can be displayed into a direct sum of subspaces Z,, i = 1,2, 
invariant under A and such that sp (A\Z{) = Si, i = 1,2. 

From the above theorem and preceding lemmas follows 

T H E O R E M 0.2. Let X be a real Banach space with the norm \\ \\ and let 
A € L(X,X) be a bijection. Suppose that sp (A) = Si U S2, where A is 
given by (0.24) and dist (Si,S2) > 0 if S( ^ 0 , i = 1,2. Then for every 
e > 0 there exists a norm || ||£ in X equivalent to || || and there is a display 
of X into a direct sum of subspaces Xi and X2 invariant under A and such 
that 

(0.27) | | i 4 | X i | U < s u p | 5 i | + e 

and 

(0.28) IK^lJTa) - 1 ! ! . < ( i n f i l l 

(Here on the left hand sides of the above inequalities are the norms of suitable 
operators induced by \\ \\e). 

P R O O F . In view of Theorem 0.1 and Lemma 0.6 we can display X 
into a direct sum of subspaces Xi and X2 invariant under A and such 
that r3(A\Xi) = r3(A\Zi) = sup |5 i | and r s ( ( A | X 2 ) - 1 ) = rs((A\Z2)~l) = 
inf ĵ 21 1» where Z,-, i = 1,2, are as in Theorem 0.1. 

Using Lemma 0.7 for Si = min{£,e/[inf I ^ K i n f |52| - s)]} we obtain the 
existence of norms || ||t- in Xi, i = 1,2, which are equivalent to norms || | | | X j 
respectively and such that (0.27) and (0.28) hold with || | | £ replaced by || | | i 



30 

in (0.27) and by |j. | | 2 in (0.28). Define for x = xx + x2 G X a norm || | | £ on 
putting | |x | | e = ||a:;i||i + ||a:21|2- Then || | | e is a norm equivalent to || || and 
such that the required inequalities hold. • 

R E M A R K 0.3. Lemma 0.6 and Theorem 0.2 remain valid of course if they 
are stated for complex Banach spaces - it is sufficient to observe that X = Z 
and A = A in this case. 

In the final part of this chapter we shall mention some properties of hy­
perbolic mappings. Let X be a Banach space. By X we denote X if it is 
complex and X + iX if X is real. Similarly for A G L(X,X) the symbol A 
means A if X is complex and A if X is real. 

For the following definitions cf. [7] and [24]. 

D E F I N I T I O N 0.1. If X is a Banach space then a bijection A G L(X,X) is 
called a hyperbolic mapping if sp (A) does not intersect the unit circle. 

D E F I N I T I O N 0.2. Let U be a neighbourhood of 0 in a Banach space X 
and let F : U —> X be a diffeomorphism onto F(U). We say that 0 is a 
hyperbolic fixed point of F if 
(i) F(0) = 0, 
(ii) F'(0) is a hyperbolic mapping. 

R E M A R K 0.4. Theorem 0.2 implies that if A is a hyperbolic mapping in 
a Banach space X normed with || || then there exist a display of X into a 
direct sum X i + X 2 of two subspaces invariant under A and a norm || | | i 
equivalent to || || and such that norms of A\ — A\X\ and A2 = ( A | X 2 ) - 1 

induced by || | | i are both less than 1. Conversely, if we assume that such a 
display and a norm exist for a linear bijection A then A is hyperbolic (cf. 
[7] and [24]). 

Let us conclude the present section with the following 

R E M A R K 0.5 If A is a hyperbolic mapping and / denotes the identity 
mapping then I-A is a bijection. 

§ 1. In what follows we will deal with the functional equation 

(1.1) . <p(F(x)) = g(x,<p(x)). 

Let U be an open neighbourhood of 0 in a Banach space X and let V be an 
open subset of a Banach space Y. We assume the following hypotheses 

(H, l ) F G Cm(U, X) for an m G N , F(0) = 0 and F ( 0 ) is a bijection. 
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(H.2) g eCm(U xV,Y). 

We will consider the question of existence and uniqueness of solutions of 
(1.1) in class Cm or its subclasses. Let us start with 

D E F I N I T I O N 1.1. Every mapping cp0 £ C°°(X,Y) which satisfies 

( ¥ ' o o J F ( . ) - 5 ( - , ¥ ' o ( - ) ) ) ( r ) ( 0 ) = 0, r £ { 0 , . . . , m } , 

<p{

0

r\o) = 0, r > m, 

will be called a formal solution of (1.1). 

R E M A R K 1.1. If a sequence (A0,Ai,... ,Am) € Y x L(X,Y) x . . . x 
Lm(X,Y) is a solution of (1.2) then <p0 : X -» y given for X G X by 

m 

Vo(z) = 20 ' ! )~%-(x , . . . ,x) 
j=o 

actually is a formal solution of (1.1). On the other hand, solvability of (1.2) 
is a necessary condition for (1.1) to have a solution defined and of class Cm 

in a neighbourhood of 0 in X, i . e. a local solution of class Cm. 
For any fixed solution <p0 of (1.1) put G V o := gy(0,<fo(0))- The present 

part of our paper deals with the case 

s p ( G V o ) =5i U 52 and 

(A) 5a ^ 0 =>. sup < inf | spOP(0))P, 

S2 Ć 0 =• sup I spCF(0))r < inf |52|, 

(cf. (0.24)). Using Theorem 0.2 for GVo and Y we can display Y into a sum 
of subspaces Y\,Y2 invariant under GVo and introduce a norm || | | i which 
is equivalent to the original norm in Y and such that the induced operator 
norms of I y satisfy 

(1.3.1) l l ^ o l ^ i l l i < (inf I spC^CO))!)-

and 

(1.3.2) | | ( ^ 0 | y 2 ) - 1 | | i < (rapI sp (fW))\rm-

In the case where 5,- = 0 we have by (0.25) rs(GVo) = sup \Sj\, j ^ i, and by 
Lemma 0.7 we may introduce in Y an equivalent norm || | | i such that (1.3.j) 
holds with Yj = Y (observe that 5i = 0 implies that GVo is a bijection and 
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then rs(G~*) = ( i n f i l l ) - 1 ) . In what follows we shall deal with the case 
Si / 0, i — 1,2, but the remaining case is much simpler and can be easily 
deduced by neglecting one of the spaces appearing in the reasoning below. 

Using Lemma 0.7 for X and -F'(O) (which is a bijection in view of (H.l)) 
we may introduce in X an equivalent norm (denote it simply by || ||) such 
that (cf. ( i .3.i) , i = 1,2) 

(1-4.1) i i e j n i i i < i m o m - " 1 , 

(1-4.2) l l ( G V 0 | y 2 ) - l i < | | F ' ( 0 ) | | - m . 

From now on assume that X and Y are normed with || || and || | | i respectively, 
so that (1.3.i) and (1.4.i), i = 1,2, hold. 

If U denotes the family of all open neighbourhoods of 0 G X then for 
U CLU define the set Au by 

Au={<peCm(U,Y): ^>(0) = 0, j 6 {0 m} ( 

sup{ | |^ r o ) (x) | | :xeU}< +oo}. 

It is clear that Au is a Banach space for every U C.U with the norm given by 
IMJu = sup{ | | ^ m ) (x ) | | : xeU}, <p G Au- Put Aloc := \J{Au • U G H}. 

As we have noticed Y is a direct sum of Yi, i = 1,2. Thus projections 
prj : Y —* Yi are of class C°° and it can easily be shown that for every U G U 
the space Au is a direct sum of the spaces A\j = {<p G Au '• C Yi}. 
Moreover, the norm || || denned for <p = <p\ + ip2 G Au by ||<y5|| = + 

||V2||t/ is equivalent to || \\u-
For a fixed formal solution (fo of (1.1) define the operator T : Cm (X, Y) —> 

Cm(U,Y) putting for ip G Cm(X,Y) 

T(<p) = cp o F — GVo o (p 

We shall consider also operators Ts,e mapping Ax into itself and given for 
V = V i + ¥>2 € Ax by 

T«,«( V ) = (<pi o ( ( F - 1 ) ^ ) " 1 - G V 0 o V l ) + (^ 2 o Fe>£ - GVo o V 2 ) , 

where Fs,e and ( F - 1 ) ^ , ; are extensions of F and respectively, denned 
as in Lemma 0.4. Thus in particular for every e > 0, suitably chosen S = 
6(e) > 0, cp G »4x and x from a neighbourhood of 0 G X we have T(</?)(x) = 
Ts,e(<p)(x)- Assume that GVo is a bijection. Our purpose now is to snow that 
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for £ and 8 sufficiently small TgtC are bijections of Ax onto itself. To this 
aim write Ts,e in the following form 

TsM = (I - Re,,) o (Vl o ((F~1)s,e)~1 + V2 o Fs,c), 

where / is the identity operator and RstC is given by 

RsA<P) = G*o 0 ¥>i 0 C ^ - 1 V + GV0 o <p2 o (FStC)-\ 

In view of Remark 0.5 and Lemma 0.4 it is sufficient to show that RslC are 
hyperbolic operators for small £ and 8. This will follow from Remark 0.4. 
First let us show that RslC\AXi i = 1>2, are bijective for small £ and 8. 
They are invertible since so are GVo, Fs>e and ( i * 1 - 1 ) ^ for small £ and 8. By 
Lemma 0.1 we have for r € { 1 , . . . , m}, x € X and h = ( / i j , . . . , / i r ) 6 Xr 

and v? 6 .4^ 

=GVo o M r ) ( ( F - 1 ) ^ ( x ) ) ( ( F - 1 ) ' 6 > £ ( x ) , . . . . ( f 

( 1 . 5 ) + E E E^o-v^a^- 1)^))^- 1)^^-), 
n=l |6|=r «f 

and in particular 

(R5tC(<p))ir)(0) = 0, r e { 0 , . . . , m } . 

Further, (1.5) implies for r = m 

H^ , . ( v> )^ (» ) l l < llG^YMi^KiF-'hAm • l l ( ^ - 1 ) , , » l l m 

(1.6) + £ ^ ( 6 ! n ! ) - 1 m ! | | ^ " ) ( ( F - 1 ) M ( x ) | | n i | ( F - 1 ) £ ) ( x ) | | ] . 
n=l |6|=m »'=1 

Take 5 so small that (cf. (1.4.1)) 

l l G f

w , | y i i i i ( i i ( n o ) ) - 1 i i + o m < i 

and denote r/e = | | F ' ( 0 ) - 1 | | + £ for the sake of brevity. On account of Lemma 
0.4 we have for all x 6 X. 

(i -7) I K O ' , , . 0 0 1 1 < i?-

3 — A n n & l e * . . 



34 

Observe that each summand on the right hand side in (1.6), except for the 
first one, contains at least one factor of the form IK-F - 1 )^^*)!!, 
j > 2. According to the definition of (F~1)s,e given in Lemma 0.4 this 
factor vanishes if ||*|| > 6. Thus, because of (1.7), we may write 

s u P { | | ( i M ¥ > ) ) ( m ) ( * ) l l : xex}< H G j n i u o a * + U), 

where 
m—1 

L * = E E (bln^mUupiW^dF-^x))]] 
n - l |6|=m 

From the mean value theorem and (1.7) we obtain for all x G X and 
n € { 1 , . . . , m - 1} 

l k ( n ) ( ( F - 1 ) 5 , £ ( x ) ) | | < s u p { | | ^ ) ( j / ) | | : | | , | | 

< i i (^ - 1 )« . . (* ) i i} i i (^ , - 1 w(*) ir - B 

<\\v\\xMx\\r-» 

whence 

(1.8) sup{ | | ^" ) ( (F- 1 ) 5 , e (x ) ) | | : 11*11 < 6} < | | V | U M ) m - n . 

In view of the condition (0.8) from Lemma 0.4 and the mean value theorem 
we have for r G { 2 , . . . , m} and ||*|| < 6 

< ^ E i i ( ^ _ 1 - * r f ( o r 1 ) ( i ) ( * ) i i * i - r 

=L J2 \\(F-^\xW-r + \\F-\x) - F ' ( 0 ) - 1 ( * ) | | ^ r 

3=2 

+ \\(F-l)'(x) - F ' ( 0 ) - 1 | | * 1 - < I E l l ( ^ " 1 ) ( i ) ( * ) l l * i " P 

3=1 

+ s u p l ^ F - 1 ) " ^ ) ! ! : < ||*||}(||*|| + ^ ) | | * | | ^ r . 

Hence we obtain for r € { 2 , . . . , m} and ||*|| < S 
r 

'—r 

3=2 

file:////F-/x
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where Cx = Imax{sup{(F _ 1 )( j ) (a;) | | : < 6} : j € { 2 , . . . ,m}}, which 
implies 

(1.9) 8 u p { | | ( f - ^ g C x J H : ||x|| < < C ^ 2 -

with a suitably chosen constant C%. Now we are able to estimate L$ using 
(1.8) and (1.9) 

m—1 

E E (&!«!)-1^!iiviU"r"^m"n^nc2
n"p^2n"m"p" 

n=l |6|=m 
m 

< c 3 £ ' B ~ p ' I M I x . 
n=l 

where C 3 is a constant and p n denotes the number of "ones" in the sequence 
( 6 1 , . . . , 6 n ) . Of course pn < n for n £ { 1 , . . . , m — 1} since b\ +.. . + bn = m. 
Hence a real number D exists such that 

(1.10) Ls < D6\\cp\\x, 

and therefore 

su P {| | (JMvO)< m >(*) | | *ex}< ( I I G j y i l h C + DS)\\V\\X. 

Choosing e and 6 sufficiently small we get 

( i - i i ) \\RsAf)\\x < qs,e\Mx 

for a qSlC € (0,1) and 

( L 1 2 ) n ftn *«.« = H ^ o l n | | l | | F ' ( 0 ) - 1 | r < I-

This proves in particular that RsiC are contractions of Ax for £ and £ suffi­
ciently small. Similarly as above we can obtain surjectivity of Rs,c \ A x . In 
an analogous way we establish that for 6 and £ sufficiently small RstC \ A2

X 

are bijective and for all (p € A2

X 

( i - i3 ) m^rH^wx^PsMx 

for a psiC e (0,1) with 

( L 1 4 ) u } m , n ^ s * = i K ^ o i ^ n i i i i F ' w i r < 1. 

3' 



36 

Thus Tg>e are bijections for 6 and e small enough. Putting rgiC := 
ma,x{qs<£,ps<e} we obtain 

(1-15) l i r ^ l l ^ l / m i n O - r ^ r ^ - l } 

in view of the inequalities 

' | |T f> | | j r < | | ( / - Rs,*)-1 \\(\\Mx + Hvallx) = ||(7 - • | M | 

and 

| | ( 7 - 7 ^ M | = | | (7 - RsM\x + \\(I-RBM\X 

>\\<Pl\\x - \\Rt,e<Pl\\x + \\R6,e<P2\\x - Mx 

>(i-rs^\\vi\\x+(rll-l)\\ip2\\x 

> m i n { l - r 6 , e , r ^ - l } | | v > | | . 

(1.12) and (1.14) imply 

(1.16) lim \\T^\\X < +oo. 

Using similar arguments one can show that for 6 and e sufficiently 'small 
operators Tg<e are self-bijections of the space 

C={<peCm-\X,Y): ^ ) ( 0 ) = 0, r 6 { l , . . . , m - l } , 

s u p { | | v » ( m - 1 ) ( x ) | | / | | x | | : x € X) < +00} 

endowed with the norm \\<f\\c = snp-dJ^" 1 - 1 '(a;)||/||a:|| : x € X } and 

(1-17) ( s Jim HT,- 1!! < +00. 

Taking into account (1.16) and (1.17) we may choose M < +00, E\ > 0 and 
#1 > 0 in such a way that 

(1.18) sup{max{||r^ 1||, y r ^ l l c } : « < * i , e < £1} < M. 

It is obvious that Ax C C by the mean value theorem. 
Define also 

B = {<p € Cm-\X,Y) : <^r>(0) = 0,r € { 1 , . . . ,m- l } , L i p ( ^ m " 1 ) ) 
< +00}. 
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We have of course Ax C B. Note also that if <p £ Ax then \\<p\\c < HVIIA - -
We will say that a (p : X —> Y is a local solution of (1.1) if <p\U satisfies (1.1) 
for a neighbourhood of 0 G X. 

After these remarks let us formulate the following 

T H E O R E M 1.1. Let U be an open neighbourhood of 0 in a Banach space 
X satisfying (C) and let V be an open nonempty subset of a Banach space 
Y and assume that (H.l) and (H.2) are fulfilled. If <po is a formal solution 
of (1.1) such that (A) holds then (1.1) has a local solution tj) G B + <po. If 
moreover g satisfies 

(1.19) | |5 ( r o )(x,y) - g(m\x,y)\\ < L\\y - y\\ 

for an L < +oo and all x G U and y,y belonging to neighbourhood of <po(0) 
then (1.1) has a local solution V> G AX + (fo-

P R O O F . Let <po be a formal solution of (1.1) for which (A) holds. It follows 
from the definition that </>o(Ó) € V. Hence by continuity of tp0 there exist 
c > 0 and d > 0 such that V + (po(U')C V for V = K(0,d) C V and U' = 
K(0,c) C U. Thus for (x,y) e U' x V we can define G G Cm(U' xV',Y) 
by 

G{x,y) = g(x,y + <po(x)) - g(x,</>o(x)) - G^y. 

Define also r e Cm(U',Y) putting for x € U' 

T(X) = g(x,<p0(x)) - <p0(F(x)). 

Suppose now that for some 6 > 0, e > 0 and g' > 0, Te>e is a modification 
of T defined above and TSJS e C * m ( A ' , F ) , G 5 , £ € Cm(X X / f (0 ,£» ' )» y ) a r e 

extensions of r and G respectively, as described in Lemmas 0.4 and 0.5. 
Consider the equation 

(1.20) TsM(x) - Gs,e(x, <fi(x)) = rStC(x) 

for x 6 X and y : X —• K(0, Q'). It is easy to observe that if <p is a solution 
of (1.20) then <p + (fo is a local solution of (1.1). Thus our proof is reduced 
to finding a solution of (1.20) belonging to B or Ax, respectively. 

Let e e ( 0 , m i n { £ 1 , / 2 M + 1}) and 62 € (0 , ^ ) (cf. (1.18)) be such that 
Ts2i£ is at the same time a continuous bijection of C onto C and Ax onto 
Ax- Further, as by the definition of ipo all derivatives of r vanish at 0 we 
may choose by Lemma 0.4 a £ 3 6 (0,5i) and an L\ > 0 such that 

sup{||r(" l)(x)|| : \\x\\<63}<e/m. 
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and (cf. (0.8)) 

(1.21) | K « | | c < \\T63,e\\x < 

Observe that 

(1.22) G(*,0) = 0 for * G U' and G' y (0,0) = 0. 

This implies that 

(1.23) G$l(x,0) = 0 

for x G U' and r € { 1 , . . . , m}. Moreover, by Lemma 0.2 we have for every 
vecr(u',V) 

(1.24) G'(.,V(.))( i)(0) = 0, z € { 0 , . . . , r } , 

if v W ( 0 ) = 9 * 6 {0,... ,r>. 
Let iż = ML\e[(l — 2Me) and let > 0 and g' > 0 be as in Lemma 0.5. 

Choose a &t £ (0,min{#',#i}) in such a way that R8™~x < m i n { l , £ ' / £ 4 } . 
Then, if <̂  G C and ||y>||c - Ri ^ follows by the mean value theorem that 
||</?(*)|| < min{^4,^'} for all ||*|| < £4. Since G is of class Cm and because 
of (1.23) we may take 64 so small that for r € { 0 , . . . , m}, j € { 0 , . . . , r} 

(1.25) sM\\Gx)Yr-j(x,y)\\ : | |*|| < * 4 , ||y|| < M =: N < +00, 

and 

(1.26) sup{ | |GS(* ,2 / ) | | : | |*|| < « 4 , ||y|| < «4> < £• 

Let Gst,e be a modification of G described in Lemma 0.5. Taking into 
account (0.16) and (1.22) we get 

(1.27) sup{| | (G* 4 , e ) y (*,z/) | | : x G X, \\y\\ < g'} < e. 

In view of (1.20) we get 

(1.28) G« 4 le(-, v(-)) ( r ) (0) = 0, r G { 0 , . . . , m - 1} 

for every ip G C, \\<p\\c < R- Using several times the mean value theorem, 
Lemma 0.5, (1.25), (1.26), (1.27) and the fact that G5i,e(x,y) = 0 for | |*|| > 
£4, one can show (we omit here the detailed, not difficult computation) that 
there exists a constant C such that for every <p G Ć, if |M|c < R then 

(1.29) ' \\GSi,e(-M-))\\c<(e + C64)R. 
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Similar arguments lead to the inequality 

(1.30) ||G,4,e(-, v ( 0 ) - GStA; V>(0)llc < (£ + C j f O H v - V ' lk 

for a constant C\ and all ip, V> G C, for which \\<p\\ < R and ||V>|| < .ft. Taking, 
if necessary, e and #4 smaller we can assume that 

(1.31) c64<e and M(e + C164) < 1. 

Similarly we can obtain that (cf. (1.24)) 

(1.32) GsiA-M-))eAx and \\GSiA'M-))\\x <2eR 

for every cp G .4;c with < 
Put £ = min{£ 2 ,^3 ,&i}- Then T$ie,TstE and (75,5 have all the properties 

listed above. In particular, solving (1.20) in C is equivalent to finding fixed" 
points of the map S : KR = {<P G C : \\<p\\c < R} -> C defined by 

(1.33) S(V) = T£(rSt£) + T£(G(-M-))) 

for if G C, Hvllc < On account of (1.18), (1.21), (1.29), and (1.31) 

\\SW)\\c < \\Tg\\ • l l r ^ H c + l i r ^ H • \\GsA-M-))\\c < Milne + 2eR) = R. 

This implies that S(KR) C KR since from the definition of Ts,e and (1.24) 
it follows that S(ip)r((0) = 0 for r G {0,... , m — 1}. But KR is a complete 
metric space with the metric induced by || • ||c. Moreover, from (1.30) and 
(1.31) we easily infer that 5 is a contraction, hence there is a unique <p G KR 
such that S(<p) = <p.. From the Banach contraction theorem it follows in 
particular that l im \\(p — ipn\\c — 0, where (<Pn)n€N is defined by 

n—*oo 

<PO = 0, <pn+1 = s(<pn), nemu{0}. 

By (1.32) we get <pn G Ax H KR, n G N U {0}. Now, fix x, y G X, x ^ y. 
Then for every n G N U {0} we have 

11* - vin&^Hv) - ^ ( m - l , ( » ) j i < i M r V " 1 - 1 ^ ) 

+ M r 1 ! ^ " 1 " 1 ^ ) - dr-lHv)\\ • I I * - vVWvW 

+ l l * - y i r 1 t ó m - 1 ) ( * ) - v ( n m - 1 ) ( 2 / ) l l 

< l l ^ - v » l k l l * - » l | - 1 ( I N + l l i f l l>+lb. l lx 

<\\c-Vn\\c\\*-v\\-l(\\*\\ + \\v\\) + R-
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Hence, letting n +00 we obtain for all x,y G X , x ^ y, 

\\x-y\\-10m-1\x)-^m--l\y)\\<R. 

Thus Lip (^( T O- 1)) < R, which means in particular that <p G B. For 
| |z | | < 6/2 we have r M ( x ) = r (x) , T f i , , (£)(x) = T{<p){x), G 5 ) £ ( x , £ ( x ) ) = 
G(x,ćp(.x)). This means that <p + <po satisfies (1.1) for ||x|| < 8/2. 

Now let us suppose that g satisfies (1.19) for y, y G {z G Y : \\z — ̂ o(0)|| < 
g}. Then, using Lemma 0.2 and the mean value theorem we can obtain that 
there exist rj > 0 and L' < +00 such that 

||G<m>(x, y)-G^\x,y)\\<L'\\y-y\\ 

whenever | |x|| < 77, \\y\\ < 7] and | | j / | | < rj. Using Lemma 0.5 we conclude that 
for sufficiently small 8 and e a modification Gg,£ of G satisfies (0.21). This 
makes it possible to show that 5 defined by (1.33) actually is a contraction 
of Ax n KR (using (0.21) we are able to obtain (1.30) for || \\x)- Thus in 
this case <p = S(ćp) G Ax and ip + (po is a local solution of (1.1) in AX- • 

In some cases we can omit a somehow restricting condition (C) imposed 
on the space X. It was used above to extend functions onto the whole space 
X in the same class of regularity, which in turn made the use of Banach 
theorem possible. The same can be realized if we assume for instance that 
F or F~l is a topological contraction. First let us prove 

T H E O R E M 1.2. Let (H.l) and (H.2) be fulfilled and assume that for some 
P > 0 

(1.34) IKF-^ix) - (F-^m\0)\\ = 0(11x11"), x - 0. 

Moreover, assume that there is a neighbourhood W of 0 G X such that for 
every neighbourhood V C W of 0 G X there exists a neighbourhood V C V 
of 0 G X such that F _ 1 ( V ) C V. Let <po be a formal solution of (1.1) such 
that 

(1.35) sup I sp (OTo)\ < inf | sp ( F ( 0 ) ) | m + " 

and 

(1.36) | | 5 ( T n ) ^ , y ) - 5 ( m ) ( 0 , 9 o ( 0 ) ) | | = 0(\\x\\f + \\y\f), (x,y) - (0 , ^ (0 ) ) . 

Let g satisfy (1.19) for x G U and y,y from a neighbourhood of <^o(0). Then 
there is exactly one local solution1 <p G Aioc + <Po which satisfies 

(1.37) | M m > ( x ) - V<m>(0)|| = 0(11x11"), x - 0. 

1i.e. every solution of (1.1) with given properties has to coincide with (p on a neigh­
bourhood of 0. 
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P R O O F . In view of (1.35) and Lemma 0.7 we may assume without loss 
of generality that norms in X and Y are such that the generated operator 
norms fulfil 

(1.38) l | G U • I K O W * ' < 1-

Denote by AW,R the set {<p £ A w • sup{||a;||-^||^m)(a;)|| : x £ W} < R}. 
A\v,R' endowed with the metric d((p,ip) = sup{||a;||—^||^m^(a;) — ^m\x)\\ : 
x £ W} is a complete metric space for all W £ U and R > 0. Let R > 0 
be given and let a neighbourhood W C U of 0 £ X be such that (ip + <po) o 
F - 1 (W) C V, for every <p £ Aw,R (by the mean value theorem such a choice 
of W is possible). Then we can define an operator S on AW,R putting 

(1.39) S(v) = g(;(v + <p0)(-))°F-1 - ^ 

We will show that for some R and suitably chosen W the operator 5 is a 
contraction of AW,R- First note that for every (p £ Aw,R and r 6 { 0 , . . . , m). 

(1.40) (%>)) ( r )(0) = 0. 

Indeed, S(<p)(0) = g(0,<po(0)) - <Po(0) = 0 since <pQ is a formal solution of 
(1.1). Suppose that (1.40) holds for r £ { 0 , . . . , k - 1} where k < m. Then 
(S(<p) o F)( f c)(0) = (g(-, (<p0 + <p)(-)) - <p0 o F)( f c)(0) = 0 by the definition of 
<Po, Lemma 0.2 and because derivatives of <p vanish at 0. On the other hand, 
using Lemma 0.1 for S(<p) o F and the induction hypothesis we obtain 

0 = ( 5 i » o F p ( 0 ) = (S(v>))W(0)(F'(0), • • • , F'(0)). 

which ends the induction in view of the invertibility of F '(0) . 
Let ci € (0,1) and g > 0 be such that (cf. (1.38)) 

(1.41) 
sup{||flrV(*,y)lh | |*|| < C l , H y l l ^ ^ - s u p l l K F - 1 ) ' ^ ) ! ! ^ : ||x|| < C l } 

< 0 < 1. 

From Lemmas 0.1 and 0.2 it follows that for <p £ Aw,R if only (p(F~*(x)) + 
<pQ(F~l(x)) £ V tnen we may write 

M\-p\\s(v){m){x)\\ 

<\\A\-%'Y{F-\X), ('P + n)(F-1(x)\\ 

•\\(F-ly(x)n\<P(M)(F-l)(x)\\ 

+ I k i r ^ d l ^ F - 1 ^ ) ) ! ! , . . . , I M — ^ C F - 1 ^ ) ) ! ! ) + A(x). 
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Here P is a polynomial in m - 1 variables with coefficients being products of 
norms of partial derivatives if g taken at ( F - 1 ( * ) , (<p + <£o) (F - 1 (* ) ) ) and 
derivatives of F _ 1 taken at x, and A(x) is the norm of the sum of remaining 
terms which do not depend on any derivative </?( r)(F - 1(x)), r 6 { 1 , . . . , m}. 
Now, the regularity of given functions, (1.36) and assumptions on cp imply 
that c\ and g may be chosen in such a way that for every c < c\, every 
V C {x € X : ||a;|| < c} such that F " 1 ^ ' ) C V, every x £ V and every 
V € ^ V , R ' provided \\((p + (p0)(F~1(x)) - <po(0)\\ < g, we will have 

(1.42) I N I " " ! ! W ( M ) ( * ) | | < + MlCRP(R) + Mu 

where M\ a constant which does not depend on R and P(R) is a polynomial. 
If we take R > M x / 1 - 0 , say R = Mi/1 - 0 - © x for ©i £ (0,1 - 0 ) , then 
taking c sufficiently small we can make sure that QR+cMiP(R)R+Mi < R. 
Moreover, c may be chosen in such a way that \\(<p+(po)(F~x(x))—v?o(0)|| < g 
if x G V and (p £ Av,R', what follows from the mean value theorem. Thus 
taking upper bound of the left hand side of (1.42) we obtain S(AVI,R) C 
Av,R'-

It is also possible to show that S actually is a contraction of Ay,R if 
V C {x £ X : ||*|| < c}, F _ 1 ( V ' ) C V and c is small enough. We would 
like to omit here a somehow tedious computation of this fact and underline 
only that it is a consequence of (1.41), (1.19) and the mean value theorem. 
Thus 5 has a fixed point <p in AV,R> • Of course ip = <p+<po is a local solution 
of (1.1) which satisfies (1.37). If ip\ = <px + (po is another such solution, then 
there is a neighbourhood of zero V" C V such that <px € Av",R'- Moreover, 
we can assume that S is a contraction of Av",R' • Hence S has a unique fixed 
point in AV",R> which implies y>i\V" — <p\V". • 

Condition (1.19) has been used above to make possible the aplication 
of Banach theorem. However, it turns out that we can obtain uniqueness 
without assuming (1.19). In fact we have 

T H E O R E M 1.3. Let all assumptions of Theorem 1.2 be fulfilled except 
that g satisfies (1.19). Then there is at most one solution <p £ A\oc + <Po of 
(1.1) fulfilling (1.37). 

P R O O F . Suppose that <pt, i = 1,2, are two local solutions of (1.1) fulfilling 
(1.37). Introducing equivalent norms if necessary we can fix e > 0 so that 

(1.43) q:=(\\GVo\\+e)(\\F'(0)-1\\ + e ) ^ < l . 

Let #i and g\ be such positive numbers that 

(1-44) l l ^ y ( * , v ) l l < l | G J | + e, 
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and 

( 1 . 4 5 ) WF-Hx^siWF'iO^W + em, 

if | |x| | < 6\ and \\y\\ < Qi- Taking into account the continuity of (fi, i — 1 ,2 , 
let S2 > 0 be such that 

( 1 . 4 6 ) \\<Pi(x)-<p0)\\ = \\<Pi(*)-MO)\\<Qu i = 1 ,2 , 

if ||a;|| < #2- Moreover (1 .37 ) implies the existence of positive numbers C 
and £3 such that 

( 1 . 4 7 ) " \\<pi(z) - <P2(*)\\ < C\\x\r+I> 

if ||*|| < 63. Put 6 := min{^i,^2>^3} and take a neighbourhood of zero 
V C {x £ X : ||*|| < 6} such that F " X ( F ) C V. Then for * £ F we obtain, 
using ( 1 . 4 3 ) - (1 .47 ) and induction 

\\MX) - <Pi(x)\\ 

= | | 5 ( F - 1 ( * ) , V i ^ O O ) ) - ^ O O , <P2(F-H*)))\\ 

^ ( l l ^ o l l + e ) ! ! ^ ^ - 1 ^ ) ) - ^ ^ - ^ * ) ) ! ! 

< ... < (\\Gj\ + £ ) l V l ( F - " ( * ) ) - <p2(F~n(x))\\ 

<(\\GVO\\+eyc-aimo)-1!!+eruxwr+e 

=qnC\\x\\m+p 

for every n £ N . Hence <^i(x) = ^ ( x ) for every x £ V, which ends the 
proof. • 

From Theorem 1.2 we infer 

C O R O L L A R Y 1 .1 . Let F fulfil assumptions of Theorem 1.2. If 
sup I sp ( F ' ( 0 ) ) | < sup I sp (TyO))\m+0 

then for every formal solution (po of the equation' 

( 1 . 4 8 ) <p(F(x)) = F'(0)<p(x) 

there exists a unique solution (p £ A\oc + y>o of this equation which satisfies 
(1.37). 

P R O O F . Put Y = X and define g : X x Y -* Y by g(x,y) = F'(0)y for 
(x,y) £ X X Y. Then we have all assumptions of Theorem 1.2 satisfied by 
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g\U x V, with V = Y = X, since G V o = .F'(O) for every formal solution <̂o 
of ( 1 . 4 8 ) . • 

R E M A R K 1 .1 . Observe that local invertibility of F implies that ( 1 . 4 8 ) is 
equivalent in neighbourhood of 0 to the equation 

( 1 . 4 9 ) <p(F-1(x)) = F'(0)-l<p(x). 

Denoting / = F~l and S = /^ ' (O) - 1 we can observe that if X is finite dimen­
sional then assumptions of M. Kuczma's Theorem 2 from [19] are the same 
as the above Corollary (except for those which guarantee the existence of a 
formal solution of ( 1 . 49 ) ) . Thus our Corollary extends Kuczma's result on 
arbitrary Banach spaces. In the same sense Theorem 1.1 extends Belitskii's 
Corollary 2 from [2]. 

Suppose now that F and II are diffeomorphisms denned in a neighbour­
hood of their common fixed point 0 G I and that F'(0) and H'(0) are 
bijections of X onto itself. Let us recall that F and H are said to be conju­
gate in class Cm if there exists a local diffeomorphism (p of class Cm solving 
the equation 

( 1 . 5 0 ) <p(F(x)) = #(*>(*)). 

F and H are said to be formally conjugate if there exists a formal solution 
<po of ( 1 . 50 ) with <^o(0) = 0 and <p'o(0) being bijective. It is not difficult to 
check that formal conjugacy of F and II implies sp ( F ' ( 0 ) ) = sp (H'(0)). 
Now we able to derive from Theorem 1.1 the following 

C O R O L L A R Y 1.2. Let F and H be local diffeomorphisms which are defined 
and of class Cm in a neighbourhood of 0 in a Banach space X satisfying 
(C). Assume that F and H are formally conjugate, (A) is fulfilled with 
GVo — F'(0) and Lip (H^) < +oo. Then F and H are conjugate in class 
Cm. 

P R O O F . It is sufficient to observe that ( 1 .50 ) is a particular case of ( 1 . 1 ) . 
Namely, if we put g(x,y) = H(y) for (x,y) £ U x V we see that G V o = 
H'(0) and hence $p ( G V o ) = sp (F'(0)) for every formal conjugacy <po- A l l 
assumptions of Theorem 1.1 can now be easily verified and existence of a 
solution of ( 1 . 5 0 ) follows. As its first derivative at 0 equals v?'o(0) we infer 
that the solution is a local diffeomorphism. • 

R E M A R K 1.2. The above Corollary 1.2 becomes Corollary 1 from [2] in 
the case of finite dimensional spaces. 
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Consider the equation 

(1.51) (p(x) = h(x,<p(f(z))), 

If / is locally invertible then (1.51) is locally equivalent to (1.1) with F = / - 1 

and g given by g(x,y) = h(f~x(x),y). Equation (1.51) was dealt with by B . 
Choczewski in [3] (cf. also monographies [18] and [20]) without invertibility 
assumption but only for functions defined on the real line. If / ' (0) ^ 0 then 
theorems on existence and uniqueness of solutions of (1.51) proved in the 
above mentioned paper follow from our Theorem 1.2. Choczewski's theorem 
was later improved by J . Matkowski (cf. [22] and [23]) who used however 
compactness of neighbourhoods in finite dimensional spaces to prove his 
results. 

§ 2. Let us now pass to theorems concerned with non-uniqueness of 
solutions of (1.1). Further on we shall assume that 

(2.1) sup| sp (F(0))\ < 1. 

Let us prove first 

T H E O R E M 2.1 Let (H.l), (H.2) and (2.1) be fulfilled. Then there exists 
a neighbourhood W of 0 € X such that for every function 

V>o € C m ( c l W \ Int F(c\ W),Y) 
which satisfies for every r € { 0 , . . . , m} and y G F(cl W \ W) 

(2.2) ( V > o - ^ M O ) ° 0 ( r ) ( y ) = o 2 

exactly one function exists in C m ( c l W \ {0},Y) which solves (1.1) and its 
restriction to clW\ Int F (c l W) is equal to tpo. 

P R O O F . From (2.1) we infer that taking, if necessary, an equivalent norm 
in X we may assume that | |F'(0)| | < 0 < 1. Hence we may choose R > 0 
and q € (0,1) in such a way that < R implies ||F(a;)|| < c||a;||. Moreover, 
R can be such that F is a diffeomorphism in a ball containing W := {x G 
X : \\x\\ < R}. Define (Wn)n&0 by W0 = W and Wn = Fn(W0) for n e N . 
Define also a sequence ( V „ ) n G H o by VQ = cl W0 \ cl W\, Vn = Fn(Vo) for 
n € N . It is clear that 

( J Vn = Cl Wo \ {0}. 

2i.e. derivatives Vo » r € {0,... , m} are continuous on the boundary of cl W \ Int 
.F(cl W) and satisfy (2.2). 
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Let ipo be as in our assumptions and define ipn : Vn —»• Y putting 

ipn(x) = g(F-\x), Vn- iC* 1 - 1 ^))) for x G Vn. 

Let ip : cl W \ {0} -+ Y be defined by tp\Vn = ipn, n G N 0 . ^ is 
well defined since F is diffeomorphic in W and thus V n n Vn+\ = 0 for 
n G N . Moreover, ^ solves (1.1) in cl W \ {0}. To show the regularity of 
ip observe that F n ( I n t Wo) = Int Vn. Hence and from the definition od ip 
we get ip G C T O ( \J Int Vn,Y) in view of the regularity of ipo- Now, fix a 

n6H0 

y G S = F({x G X : \\x\\ = R}) n V j . Then < ^ F " 1 ^ ) ! ! . Hence a 
neighbourhood W of F _ 1 ( y ) exists which is disjoint with W\. F(W) is a 
neighbourhood of y and F(W) D W 2 = F(W) n = F ( W fl W i ) = 0. 
Thus, when taking a sequence (yn)nen convergent to y, we may assume that 
{yn : n G N} C Wo \ cl C Vb U V i . Let (ykn)ne% be a subsequence of 
(j/n)neK which is contained in VQ. Then by (2.2) and continuity of ip0 we 
obtain 

n—*oo n—*oo 

=My) = g(F~\y), 
=^i(y) = i>(y)-

On the other hand, if (y T O B)nen is a subsequence of (yn)nen contained in V i 
then the continuity of given functions and (2.2) imply 

lim ip(ymn) = Mm ipi(ymn) 
n—• oo n—too 

= l im g(F-\ymn), MF'^VmJ)) 
n—•oo 

=g(F-\y),MF-1(y))) = i>{y). 

Hence the continuity of ip in S follows. Now, if y + h G Vb then 

Wv + h)~ V»(y) = My + h) - My) = V.W + o(\\h\\), h - o; 

and if y + h G Vi then 

+ JO =iKiO = + '0 - Mv) 
=g(F-\y + h), MF~Hy + h)))-g(F-l(y), MF'Hy))) 

=(fir(-,Vto(-))oO'(y) + o ( I N ) . >>->o, 

in view of (2.2). Hence it follows that ip is of class C 1 on 5. By induction 
it is easy to show that ip is of class Cm on S, and hence on Vb U V i . Using 
induction again one obtains that ip G Cm( \J Vn,Y) = Cm{W\ {0} ,Y) . • 
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The above theorem will be used to show the following one. 

T H E O R E M 2.2. Assume (H.l), (H.2) and (2.1). Let <po be a formal 
solution of (1.1) which satisfies 

sup I sp (G^)\ < inf I sp (F(0))r. 
Then there exist a neighbourhood WofOeX and a positive number do 
such that every function ipo G Cm( cl W \ Int F(cl W ) , F ) which satisfies 
(2.2) for all r G { 0 , . . . , m} and y G F(c\ W \ W), and such that 

(2.3) sup {||V>o(z) - M0)\\ '• s € cl W \ Int F(c l W)} < d0 

and 

sup iU{

0

r\x) - 4r)(0)\\ : x £ c\W\ Int F(d W), 

r G { 1 , . . . ,m}} =: D < +oo 

has a unique extension to a solution ip of (1.1) which is defined and of class 
Cm in W and V>(r)(0) = i>{

0

T)(0) for r G {0,... , m } . 

P R O O F . Introducing, if necessary, equivalent norms in X and Y we may 
assume that (1.38) holds with (3 = 0 and | |F'(0)| | < 1 in view of (2.1). Hence 
we infer that for all r G { 0 , . . . , m) 

(2-5) I K ^ J - i r n O ) - 1 ! ! ^ ! . 

Let R be as in the proof of Theorem 2.1 and choose 6Q < R and d0 > 0 in 
such a way that for all r G { 0 , . . . , m] 

(2.6) i i 5 V ( ^ 2 / ) i i - i i ^ r 1 i r < 9 < i 

and 

(2.7) ||ff(*,Vo(0)) - g(0,M0))\\ < (1 - 9)do 

if < and \\y - <po(0)\\ < d0. Let D > 0 be arbitrary. For a 6 < 60 let 
Ws = {x G X : < *} and let <p G Cm(Ws \ {0}, Y) be a solution of (1.1) 
which satisfies (2.3) and (2.4), such a solution exists in view of Theorem 
2.1. From (2.6), (2.7) and the mean value theorem it follows that for all 
x G Ws \ Int F (c l We) 

<p(F(x)) - <p0(0)\\ 

= \\g(x,<p(x))-g{0,<p0(0))\\ 

<llflf(*>¥>(*)) - 0(*,vo(o))|| + \\g(x,MQ)) - g(o,Mo))\\ 
<c||vo(x) - vo(0)|| + (1 - q)d0 < d0. 
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A n easy induction gives for every n G N 

MF»{Z)) - Mm 
n - l 

(2.8) < < z " I M * ) - yo(o)|| + £ q'MF^-^x),^)) - g(o,MO))\\ 

i=0 
<qnd0 + (1 - 9 ) - X ( l - qn)d0 = d0. 

Hence \\<p(x) - <£o(0)|| < d0 for all * G Ws \ {0}. Moreover, if e > 0 is fixed 
then there exist 6' > 0 and no G N such that 

(2.9) \\9(z,M0)) ~ 0(0, Vo(0))|| < ((1 - q)/2)e 

if |J2r|| < ó' and for n > no 

(2.10) qnd0 < s/2. 

Thus for all x G F n ( { * G X : \\x\\ < 6'}), n > n0 we have by (2.8), (2.9) 
and (2.10) 

\\<p(x) - y»o(0)|| < qnd0 + (1 - ^ ( ( l - ,)/2)e = e, 

whence l im <p(x) = <fo(0)- Thus, if tp : Ws —• Y is defined by ip(x) = <p(x) 
x—•O 

for x ^ 0 and i/)(Q) = </>o(0) then ip is a solution of (1.1), continuous at 0 
and of class Cm in Ws \ {0}. Now, using Lemma 0.1 and Lemma 0.2 we may 
write for r G { 1 , . . . , m} and x G Ws \ {0} 

(2 11) l l * ( r ) ( F ( * ) ) - ^ r ) ( ° ) l l 
< I I * V ( * . (*))ll • IIV> ( r ) (*) - 4 r ) ( o ) | | • i m * ) - 1 ! ! 7 " + sr(x), 

where Sr : Ws —*• is a function continuous at 0 for r G { 1 , . . . , ra} and 
lim SJx) = 0, which follows from the assumptions on given functions and 
x—tO 

just proved continuity of ip. Let S\ < So be such that 

(2.12) Sr{x) < (1 - q)D 
if | |x| | < 6\ and put W = Ws1. If ipo satisfies assumptions of our theorem 
then in view of the above part of the proof it has a unique extension to a 
solution ip : W '—• Y which is continuous in W and of class Cm in W \ {0}. 
The proof of the fact that lim ip^(x) = ¥?o

r^(0) is n o w a simple repeating 
x—• () 
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of the argument used in the proof of continuity of ip. Of course, now (2.11) 
and (2.12) should be used together with regularity of given functions. • 

The above theorem is a generalization of an analogous result of B . Cho-
czewski (cf. [3], [18] and [20], Chapter 5) to the case of infinite dimensional 
spaces. 

§ 3. The last section of the present paper is devoted to a case in a sense 
"symmetrical" to the one considered in §1 and §2. Namely we will assume 
now that absolute values of the spectrum of GVo belong to an interval and 
absolute values of the spectrum of F'(0) are outside this interval. 

Let us first quote a theorem on invariant manifolds which is proved in a 
more general setting in [7] (cf. also [24]) and its finite dimensional version 
is to be found for instance in Ph. Hartman's book [6] (Chapter IX) . 

Let X be a Banach space and let 0 be a hyperbolic fixed point of a 
diffeomorphism F defined in a neighbourhood of 0 (cf. Definition 0.2). Then 
X may be displayed into a direct sum of subspaces invariant under F'(Qi) (cf. 
Remark 0.4). Denote by X i ( X 2 ) the direct summand corresponding to the 
part of sp (F '(0)) lying inside (outside) the unit circle. For a d > 0. denote 
X(d) = {x € X : ||a;|| < d}, X,(d) = X ( d ) n X,- , i = 1,2. Now we can 
quote the announced theorem. 

T H E O R E M 3.1. There exists a d > 0 such that the functional equation 

where 7Tj, i = 1,2, are projections on Xi, i — 1,2, has exactly one solution 
g : X\(d) —• X 2 which is nonexpansive and such that g(0) — 0. If, moreover, 
F is of class Cm in X(d) then so is g in Xx(d) and g'(0) - 0. 

Note that the last equality in the above theorem may be derived from its 
proof but is not contained in the proof of our next theorem. This proof will 
be omitted here since it is a simple reproduction of the one given in finite 
dimensional case in [6] (Theorem 5.1, Ch. IX). 

T H E O R E M 3.2. If 0 is a hyperbolic fixed point of a local diffeomorphism 
F then there exist a d > 0 and an invertible mapping R : X(d) —• X such 
that R(Q) = 0, R\Q) is a bijection and 

(3.1) $((*•! o F)(u,g(u))) = ir2(F(u,g(u))), 

(3.2) R o F'1 oR-l(X2(d))cX2 

and 

(3.3) RoFoR-1 (X a (d) ) C X x . 

4 — A n n a l e s . . . 
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Moreover, if F is of class Cm then so is R. 

Now let us proceed to the formulation of the last theorem in our paper. 
Assumming that 

(3.4) 1 i I sp (F(0))l 

we will look for local solutions of (1.1) given a formal solution ipo fulfilling 

( s u p { | s p ( F ' ( 0 ) ) | n ( 0 , l ) } r < i n f | s p ( G V 0 ) | < sup (GVo)\ 

<(inf {|sp ( F ( Ó ) ) | n ( l , + o o ) } r . 

In order to shorten the statement denote for a fixed (fo, 
Mx := sup |sp ( G ^ ) | , M 2 := inf | sp (F(0) ) | , M 3 := inf {| sp (F(0))| n 
(1, +oo)}. We have the following ( E(t) means the entire part of t G k) 

T H E O R E M 3.3. Let (III), (H.2) and (C) be fulfilled. If <p0 is a formal 
solution of (1.1) such that (B) holds and g satisfies (1.19) with a constant 
L for all x G U and y,y from a neighbourhood of <fo(0) then there exists 
a local solution ip of (1.1) which is of class Cs where s = E(m\n M% — 
In M i / In M 3 — In M 2 ) — 1 and for every r 6 { 0 , . . . , s} 

(3.5) ^ ) ( 0 ) = v>o

r)(0). 

P R O O F . Let d > 0 and R e Cm(X(d),X) be as in Theorem 3.2. For 
x € X(d) write (1.1) in the form 

(cp o R-^iiR o F o R-1 )(R(x))) = g(R-\R(x)),(<p0 i T 1 ) ^ * ) ) ) . 

Substituting z = R(x) and denoting T = R o F o R~l and ip = tp o R~* we 
obtain for z 6 W := R(X(d)) the equation 

(3.6) 1p(T(z)) = g(R-'(z),rp(z)). 

It is straightforward matter to check that T G Cm(W,X), . sp (T'(0)) = 
sp (F'(0)) since ^'(0) is a bijection and g o ( i T 1 , idy) G Cm(W X V,V). 
Another simple observation is that Vo '•= fo 0 R~x is a formal solution of 
(3.6) satisfying 

(g 0 (R~\ i d ( 0 , ^ , ( 0 ) ) = g'Y(R-\0),MQ)) = GVo. 
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Moreover, using Lemmas 0.1 and 0.2 and the inclusion R~1(W) = X(d) C U 
we obtain that g o ( i i - 1 , id;/) fulfils (1.19) with a constant L\ and for all 
z G W and y,y from a neighbourhood of ipo(0) = fo(0). Local invariance of 
Xi, i = 1.2, under T implies in particular 

T'(0) I Xi = (T\Xi)'(0), i =1,2, and T'(0)(X,) C Xu i = 1,2. 

The first equality for i = 1 and the left inequality in (B) allow us to verify 
that assumptions of Theorem 1.1, with S\ = 0, are fulfilled. Therefore a 
function ip\ G Cm(X\, Y) exists which is a solution of (3.6) in X\C\W, where 
W C W is a neighbourhood of 0 G X. Extend V* to a Vi € C m ( X , Y ) , 
putting for z = z\ + z2 G X 

tfi(z) = Vi(*i)-^(*i .0) + ^)(*). 

In the following we will look for a local solution of (3.6) in the form ip = tpi + 
tp2, where ip2 is supposed to be defined and of class Cs in a neighbourhood 
Wi of 0 € X and for all z € W i n X, and r e { 0 , . . . , s} 

(3.7) vSr)(*) = 0. 

By the definition of s, taking into account suitable lemmas from Section 
0, we may choose e > 0 in such a way that the inequality 

(3.8) (HG^II+eJdmoj^lJ + e rdKnoJI^J^I I+er - < 1 

holds, after introducing equivalent norms, if necessary. From (3.6) we get 
the following equation for ipi\ 

(3.9) ip2(T{z)) = G(z,ip2(z)). 

Here T and G given by G(z,y) = g(R~x(z), y + ipi(z))-i>\{T(z)) are defined 
for z g {z G X : | |z| | < c x} and </ G {y G Y : < dt} with c a < 1, dr 

chosen in such a way that y + ip\(z) G V. If, moreover, {z G X : \\z\\ < 
ci] C W then we have for every r G { 0 , . . . , m} 

(3.10) G ? r ( z , 0 ) = 0 

if | |z| | < ci and z G X i , which easily follows from the fact that ip\ is a 
solution of (3.6) in X i n W. We have also 

(3 .H) G'Y(Q,0) = GVo. 

4* 
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By (3.10) there exi^t D > 0 and c2 G (0,ci] such that for every r £ 
{ 0 , . . . , m } 

(3.12) \\Gxl(z,0)\\<D\\z2\r-\ 

i f only | |z | | = \\zi +z2\\ < c2. This is a simple consequence of Taylor theorem. 
Diminishing e in (3.8), if necessary, and taking into account Lemmas 0.4 

and 0.5 we may choose a 6 £ (0,C2) and define functions G$,e and (T~1)s,e 

in such a way that (T~1)s,e is invertible and T _ 1 (X2(6)) C X2, since X2 is 
locally invariant under T . If | |z| | < S then obviously 

(T - 1 ) ^ * ) = (r-7(o)* + dCgW/c^xr-1^) - (r-1)^)*), 
(cf. Lemma 0.4). (0.6) and invariance of Xi, i = 1,2, under ( T _ 1 ) ' ( 0 ) give 

(T-^sAXi) C Xu i = 1,2. 

This in turn enables us to conclude by the mean value theorem and Lemma 
0.4 that for z = z\ + z2 € X 

(3.13) ||(xa o (T~1)s,e)'(z)\\ < ( I K n O ) ! ^ ) " 1 ! ! + * ) I N I 

since ||(xa o (T" 1 ), , .) '**) - (T'(0)\X2)-x\\ = \\*2((T-%e(z) - T'(0)-x)\\ < 
\\(T~1)'6,e(z) ~ (T^nm < e, *>r every z £ X. 

From the definition of Gs,e it follows in particular that Gs,£(z,0) = 
a(q(z)/C6N)G(z,Q) for z £ X-, whence by (3.10) and Corollary 0.2 we obtain 
that T = G$, e(-,0) satisfies (3.7) for all z € Xx (we have T(z) = 0 if | |z| | > 6). 
Using the mean value theorem again we derive the following inequality 

||rM(*)||< s u p d i r ^ ^ i i : ||*|| < tf}INr"s 

for every z = zx + z2 G X (note that T\Xi = 0). From Lemma 0.6 ((0.19)) 
and (3.12) we have also for z G X 

m 

||rW(z) | | < S^J-m\\Gx)(z,0)\\.< SD(m+l). 
j=o 

The above inequalities give for K = SD(m +1) and z £ X 

(3.14) ||r( s)(z)|| < K\\z2\r-°. 
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Let Q' be denned fer Gs,e as in Lemma 0.5. Then by Lemmas 0.1, 0.2, 0.4 
and 0.5, (3.12) and since K r a w e can assume, taking if necessary a smaller 
6, that for every function rj G Cm(X, Y) satisfying 

suV{\\^(z)\\ : z G X} < K 

the following inequalities 

sup{||i7(z)|| : z G X} < g' 

and 

s u p { | | ( G ' U - > ' ? ( - ) ) o ( r - 1 k £ ) ( s ) W I | :zeX\\<K 

hold. Thus we can define inductively a sequence (<pn)n€%0 by 

<po = 0, v>n+i = <?«,«(-, V n ( 0 ) ° ( r - 1 ) « , e for n G N 0 . 

Induction easily shows that sup{||y?n\z)\\ '• z € X} < K for all positive 
integers n. It is also clear by Lemma 0.2 and (3.7) that all <pn vanish with 
their derivatives on Xx. 

Now take a z f l , \\z\\ < 6. Similar argument as in proofs of Theorem 
1.1 and 1.2 lead to the following inequalities for n G N 

vL-)(*)ll <((IIGj| + 0 ( l i m - i + «)' 

+ 6A(6)su?{\\A3)((T-\e(z)) 

-<P{:U(Tg(z))\\: \\z\\<6} 
< . . . < ( ( i i G v o i i + £ ) ( i i r ' ( o r i i i + £ r 

+ *A(*)) B sup{||r( s )((T- 1 )^(z)) | | : ||*|| < 6], 

where A : [0,+oo) -» [0,+oo) is a bounded function. Hence by (3.14) and 
(3.13) we get 

rapflbŁiiW-^WII: Ml<*> 
mG^W + eMT'ior'W+ey 

+ * A ( ^ ) ) n ( | | T ' ( 0 ) | X 2 ) - 1 | | + e ) < m - * > B f f « m -

Taking into account (3.8) we infer that for S sufficiently small ( y n | { z G X : 
\\z\\ < ^})ngH is a Cauchy sequence with respect to the usual norm in Cs({z G 

X : < 6},Y). Hence the function fa defined by faiz) = l im <pn(z) i f 
n-+oo 

\\z\\ < 6, is of class C* and is solution of (3.9) in a neighbourhood of 0 G X 
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by the definition of ( y n ) n g H > and (T~1)g,e. Further ip = ip\ + ip2 is 
a local solution of (3.6) and finally <p = ip o R is a local solution of (1.1) 
satisfying (3.5). • 

The just proved theorem is a generalization of Theorem D from [2] to 
the infinite dimensional case and of Theorem 3 from the same paper which 
concerns equation (1.50). Our theorem is also more general in the same sense 
than Theorem 12.2 from [6], Chapter IX, moreover, it gives an estimation of 
s. Observe that s increases to -f-oo if m does. 
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