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CONTROLLABILITY OF INFINITE-DIMENSIONAL SYSTEMS 
WITH DELAYS IN CONTROL

A b s t r a c t .  This pap e r considers th e  various types of contro llability  of lin e a r  
infinite-dim ensional dynam ical system s defined in  a B anach space, w ith  m ultip le  
tim e-vary ing  delays in control. N ecessary and sufficient conditions for app rox im a­
te  contro llability , approx im ate re la tiv e  contro llab ility  and  approx im ate absolute- 
contro llab ility  of these system s are  obtained. Special cases of system s defined in  
a H ilbert space are  also considered.

1. Introduction and notation. Controllability is one of the most im­
portant notions in modern systems theory. Various types of controlla­
bility of linear abstract dynamical systems defined in a Banach or Hil­
bert spaces have been recently extensively explored by several authors 
(see e.g. [2], [3], [4], [5], [8], [10], [11], [12], [13], [14], [15]). The main 
purpose of this paper is to examined some fundamental questions con­
cerning approximate controllability, approximate relative controllability 
and approximate absolute controllability of linear abstract dynamical 
systems defined in Banach or Hilbert spaces, with multiple time-varying 
delays in control. From the well known consequence of the Hahn-Ba- 
nach theorem [13], [14], necessary and sufficient conditions for various 
types of controllability are derived. In particular for systems defined in 
H ilbert spaces, stronger conditions are obtained . This paper extends the 
results given in  the papers [3], [4], [13], [14] to the systems with m ultiple 
time-varying delays in control.

In the sequel the following notation and terminology, which are 
adopted from the papers [3], [4], [13], [14], will be used.

Let X and U be two Banach spaces. The Banach space of all boun­
ded linear operators from U to X will be denoted by L(U, X), in parti­
cular, L(X) will stand for L(X, X). If P  e  L(U, X), then D(P), R(P), N(P)
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w ill be used respectively for the domain, range and kernel of the opera­
tor P. If X is a Banach space, then X* w ill be its dual and x* an ele­
m ent of X*. The adjoint of the operator P e  L(U, X) is represented by 
P* e  L(X*, U*). For H ilbert space the usual identification X* =  X will 
be assumed. The identity operator in L(X) is w ritten I, while || • ||x de­
noted the norm and Ox the origin in  the space X. The symbol < • ,  * > x 
will stand for inner product in the Hilbert space X. The symbol 
Li([t0) h], U) denotes the Banach space of Bochner integrable functions 
u(t), from [t0, ti] into U, w ith the usual norm. The closure of the arbi­
tra ry  set E C  X  will be denoted by £, or exceptionally by Cl (£). If {£„}, 
n — 0,1,2, .. .  are subspaces of the space X,  then sp {En, n  >  0}, or 
Cl (sp {En, n =  0,1, 2,...}) will indicate the closure of their span [13], 
[14]. Let X(to tJ denote the characteristic function of a set [t0, tj] CL R. 
The symbols [by], or [bj] will stand for m atrix or vector respectively 
w ith  elements by, or b,. Moreover the symbol T will denote the m atrix 
o r vector transpose. Now, following {14], several hypothesis and proper­
ties concerning the operator A, which will be used extensively in the 
nex t sections, will be listed. F irst of all, let A : XZD D (A ) -> R(A) ClX, 
be linear, closed, unbounded operator w ith dense domain i.e. D{A) =  X. 
The operator A  is assumed throughout to satisfy the following hypo­
thesis.

H 1. A  is the infinitesimal generator of a strongly continuous semigroup 
or group (of class C0), of bounded linear operators S(t) : X -> X, for t ^  0,

oo
o r t e R .  For operator A  let us define Dx  (A) =  P) D(An). Let rja{A)

Tl — 1
denote the totality of analytic vectors for semigroup group S(t) generat­
ed by A. The next hypothesis for A  are

H 2. R(S(t)) C  D(A) C  X for each t >  0.
H 3. A  generates an analytic semigroup S(t), t >  0, i.e. r)a(A) = X. 

The relationships between hypothesis HI, H2, H3 and the differentiabi­
lity  of the semigroup S(t) are explained in the paper [14], and here will 
be omitted.

For the special case, when X is a H ilbert space, we additionally list 
here, for convenience, another hypothesis for operator A, to which we 
shall refer in the sequel.

H 4. A  is normal w ith compact resolvent R(k, A), X e  <p{A), resolvent

H 5. A  is selfadjoint and satisfies the hypothesis H 1. o(A), P a(A), 
C o(A), R a{A), will denote respectively spectrum, point spectrum, con­
tinuous spectrum and residual spectrum of the operator A. It is well 
known [14] that for the operator A  satisfying the assumption H 4, o(A) =  
=  P  a(A) and consists entirely of distinct isolated eigenvalues of A  denot­
ed by {Afc}, Jc =  1,2,3, .. .  each w ith finite multiplicity Ik, k = 1, 2, 3,...
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equal to the dimensionality of the corresponding eigenmanifold. More­
over there exists a correspondent complete orthonormal set {xfcq}, k — 
=  1, 2, 3 , q = 1,2,..., lk of eigenvectors of the operator A.

Finally, in order to clear the exposition, we repeat the well known 
consequence of the Hahn-Banach Theorem [13], [14].

PROPOSITION 1.1. Let E be an arbitrary linear subspace of a norm- 
ed linear space X. Then E — X, if and only if, the zero functional is 
the only bounded linear functional, that vanishes on a subspace E.

2. System description and definitions. Let us consider an abstract 
linear dynamical system described by the following differential equation 
with m ultiple time-varying delays in control.

1 =  M

(2.1) a:(t) =  Ax(t)  +  JT1 Bt u(ut(t)), 0 <  t0 < t < t ,
1 = o

where x{t) e  X,  Banach space, x(t) is a time derivative w ith respect to 
the norm  in the space X, A  satisfies the assumption H 1, B ie L (U , X), 
for i =  0, 1,..., M. The functions Vi : [t0, t j  R, i =  0, 1,..., M are abso­
lutely continuous strictly increasing and moreover fulfill the following 
inequalities

vM{t) <  vM- t( t )<  ... <  Vi(t) <  ... <  ux(t) <  vQ(t) =  t 

for t e  [t0, ti].
Hence, we may introduce the so called time lead functions r i : [ut(i0), 
u«(ti)] [to, ti], such that r^v^t)) — t, for t e { t 0, t±]. The admissible con­
trols for system (2.1), u e L j  ([% (t0), ti], U), U is Banach space. It is well 
known, (see e.g. [13], [14], [15]), that for x(t0) e X ,  and u e L x ([uM(t0),. 
ti], U), there exists a unique so called mild solution of the equation (2.1), 
given by the following integral formula

t  i = M

(2.2) x(t, x(t0), u) = S(t — tQ)x ( t0)+ J  S(t — s) JT Bi(u(Vi(s))) ds
U 1 = 0

where the integral being understood in the sense of Bochner is well de­
fined for u e  L1([uM(t0), ti], U). Now we also list here the special ca­
ses of the system (2.1), to which we shall refer in the sequel. For 
u e  L1([t>M(t0), ti], Rp), and moreover

(2.3) Bt =  [bn, b ^  ..., b tj ,..., bip], i =  0, 1..... M, and bti e  X

the system (2.1) can be expressed in the following more convenient form

i =  M j  =  p

(2.4) x(t) =  A x(t) + ^  £  b«u;(ui(*)), 0 <  t0 <  t <  tj.
1 = 0 ) = 1
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For Vi(t) =  t —hi, i =  0 , 1 , M, 0 = h0 < h 1<  ... <  ht <  ... <  hM, the sy­
stems (2.1) and (2.4) become the autonomous systems respectively of 
the following form

i =  M

x(t) = A x(t) +  J T  BiU(t — hi), t e  [0, tj]
i = 0

i  =  M t =  P

±(t) =  A x(t) + ^  ^  bijU^t—hi), t e  [0, t j .
t  =  o i =  1

For brevity of notation, the dynamical systems (2.1), (2.4), (2.5) and (2.6), 
in  the sequel will be referred respectively as SV™, SV™, SHJJ, and 
SHM, (the upper index denotes the num ber of delays, the lower index 
denotes the dimension of the space U, the le tte r V denotes time-varying 
delays, and finally the letter H  denotes tim e-invariant delays). For exam ­
ple the systems without delays are denoted by SV^ and SV° , or sim­
ply Son and Sp. For systems with delays in control it is desirable to in­
troduce the notation of the so called complete state at time t, denoted 
by zt and defined as a pair z t =  {x(t), ut), where the function u t is defin­
ed for s e  [% (t), 0) by the following formula ut(s) =  u(t +  s). For sy­
stems defined in a Banadh spaces and w ith delays in control several defi­
nitions of various types of controllability m ay be introduced. Now, we 
shall introduce the precise definitions of three types of controllability and 
the remaining will be only mentioned. (Definitions w ill be given only 
for system (2.1), modifications are obvious).

DEFINITION 2.1. System (2.1) is said to be approximate controllable 
on [t0, ti], if and only if for every ar(t0) e  X, every e  X and every num­
ber £ > 0 ,  there exists an admissible control u  e  i '1([uM(t0), t j ,  U), such 
tha t the corresponding trajectory x(t, x (t0), u) of the system satisfies the 
condition

<2.7) ||* ( ti,» (to ),u )-x 1||x < £ .

DEFINITION 2.2. System (2.1) is said to be approximate relative 
controllable on [t0, ti], if and only if for every initial complete state 
zu — {x(t0), uto}, every a v e X  and every real num ber £ > 0 ,  there exists 
an admissible control u e  la d  to, t j ,  U), such tha t the corresponding tra ­
jectory x(t,, zti , u) of the system satisfies the condition

(2.8) ||x(t!, zto, u ) - x a| | x < £ .

DEFINITION 2.3. System (2.1) is said to be approximate absolute 
-controllable on [to, tj], t0 <  vM(tY) if and only if for every initial com­
plete state z u — (x (t0), uu }, every final complete state zti =  {x^ uti} 
and every real num ber e >  0, there exists an admissible control u e  Li([t0,

(2.5)

<2.6)
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U), such that the corresponding trajectory x ( t ,z u ,u)  of the sy­
stem satisfies the condition

(2.9) zu , «■)—XjIIx £.

If in the above definitions we put s =  0, we obtain exact controllability, 
exact relative controllability and exact absolute controllability respecti­
vely.

3. Approximate controllability. For given x(t0) e  X, by some easy 
manipulation, the equality (2.2) can be expressed as

(3.1) x(t, x(t0), u) = x(t, x ( t0), 0)+x(t,  0, u) 

where
i  «= M  v i  ( t )

(3.2) x(t, 0, u) =  ^  J  S(t — ri(s)) Bii-t{s) u(s) ds =
i =  0 Vi  (to) 

t  i — M

= f  y  X(s) ri(s)Si(t~ri(s))Bi u(s)ds
V M  ( to )  1 =  0  (-ta '1' v ‘

13.3) X{t, x(t0), 0) =  S (t—10) cc(t0).

For brevity of notation let us introduce the function G: [uM(t0), t]
-> L(U, X) defined as follows

1 =  M

(3.4) G(s) =  V  X(s) r4(s) S(t—ri(s)) B t.
[ « i  ( t o ) ,  V i  ( t ) ]

Since the translation of a dense suibspace of X is still dense in X, then 
if we are interested in approximate controllability, w ithout loss of ge­
nerality we can take a:(t0) — Ox . Hence the set attainable at time tu 
from x{t0) = Ox , denoted by K [v  ̂(W> ti| is defined as follows

K iv„ (t„), tl] =  tefa» 0, u) e  X : U e L1([uM<to)) t x], U)} =
(3.5)

=  J  G(s) u{s) ds e  X : u e  L i([% (t0), tj], U) .
V m  (to)

THEOREM 3.1. The following statements are equivalent:
(i) the system SV™ is approximately controllable on [t0, tjJ;

( “ )  ( t o ) ,  t i l  ~

(iii) x*(G(t)) =  0 on [vM(t0), tj] for all x* e X  implies x* — Ox t .
P r o o f .  The equivalence (i) <=> (ii) follows immediately from (3.5) 

and Definition 2.1. The equivalence (ii) <=> (iii) is obtained by using Pro­
position 1.1. to the attainable set K [vm (to)> ti) and taking into consideration 
the formula (3.5).

THEOREM 3.2. Let Bt €  L(U, ija(A)), for i = 0 ,1 .....M and the func­
tions vi(t) are analytic in  [to, tx], for i — 0,1,..., M. Then the system



SV m is approximately controllable on [t0, tj] if and only if the linear sy­
stems without delays in control

(3.6) ±(t) = A x ( t )  + Bw (t)
i  =  M

where B =  [B0, Bl s Bu BM], t c 6 l fl<[o1((to),tI]) W)1 W =  X  =
i = o

=  Um+1) is approximately contrallable on [to, ti].
P r o o f .  Since the function v t(t) are strictly  increasing and ana­

lytic in  [to, ti], then ii(s) >  0 and are analytic in  [ui(to), Ui(ti)], for i =  
=  0 ,1 ,2 , M. Hence since Bi €  L(U, t]a{A)), the function G(s) is piece- 
wise analytic in [uM(to), hl> and

I i  — M

x*(G(t)) =  x* I V  x(t) h(t) S ^ - n i t ) )  B4
\ i  =  0 lUl (to>. VI (ti))

on [uM(to), t j  for all x * e X *  implies x* — Ox, , is equivalent to the follo­
wing statement

x*(S{t!—r4{t)) Bi) =  0 on [t>i(t0), Vf(ti)] for all x* e  X*, i =  0,1,..., M 
implies x* — Ox ,

The statem ent (3.7) by analyticity of the functions S(ti — rt(t)) Bj is equi­
valent to

x*(S(tx — t) Bi) — 0 on i[t0, ti] for all x* e X*, i=  0,1, ..., M 
implies x* <— Ox,.

But the statem ent (3.8) is the necessary and sufficient condition for appro­
ximate controllability on [t0, ta] for the system (3.6), [3], [4], [13], [14]. 
Hence the theorem follows.

Using the results of the paper [14] the following corollaries can be 
stated easily.

COROLLARY 3.1. Let the assumptions of Theorem  3.2. be sa­
tisfied. A  sufficient condition for SV™ to be approximately controllable 
on [t0, tx] is given by the formula

(3.9) s~p {AnBWoo, n >  0} =  X

where Woa = { w e  W : Bw eDoo(A)}, [14] or more generally, by

(3.10) ip  {A nS(t) BWoo, n >  0} =  X, t e  [t0, ti].

If A  satisfies also hypothesis H 2, then  (3.10) can be relaxed as to 
replace B W b y  BW, with arbitrary t  in [t0, ti]. Conversely, assume that 
BWoo is dense in BW. Then a necessary condition for S V t o  be approxi­
mately controllable on [t0, tx] is given by

(3.11) ip  {AnS(t) BWoo, n >  0> =  X, t  >  0.



/ /  in addition the hypothesis H 3 is also satisfied, then  (3.11) can be re­
laxed as to replace BWoo by BW. Also, if S(t) is a group, (3.11) simpli­
fies in this case to

(3.12) ip {AnB W , n >  0} =  X.

P r o o f .  Since Bi e  L(U), t]a(A)), i — 0 ,l , . . . ,M ,  then. Ua = { u e U : 
: B t u  e  rja{A)} =  U, and the corollary follows immediately from the re ­
sults of the paper [14, Th. 2.1].

REMARK 3.1. From Theorem 3.2 and Corollary 3.1 it follows, that the 
type of delays do not affect on approximate controllability of the sy­
stems w ith delays. Hence the statem ents of Theorem 3.2 and Coro­
llary 3.1 remain valid, if we replace SV™ by SH™.

COROLLARY 3.2. Let the assumptions of Theorem 3.2 be satisfied 
and X  be separable space. A  sufficient condition for SV£  or SH™ to be 
approximately controllable on [to , t x] is given by

(3.13) ip  {A nbij, n >  0, i =  0, 1..... M, j =  1, 2,..., p} =  X, bi} e  Doo{A)

or more generally, by

(3.14) sp {AnS(t) b y ,  n  ^  0} = , X , bij  €  D<x>(A), t e  [to , t*].

If A  satisfies also hypothesis H 2, then in (3.14) b y e X ,  with t  in [to, t i ] -  

Conversely, a necessary condition for SV™ or SH™ to be approximately 
controllable on [t0, t t] is given by the follounng formula

(3.15) sp (A"S(t) by, n  >  0} =  X, bi} e  DnfA),  t >  0.

If in addition hypothesis H 3 is also satisfied, then  (3.15) can be re­
laxed and bi}e X .  Also if S(t) is a group, (3.15) simplifies in this case to 
the following formula

(3.16) sp {A nbtj, n ^  0} — X.

P r o o f .  If the assumptions of the theorem are satisfied, this means 
for systems S V ^  and SH™, th a t btj e  ?;a(A) for i =  0,1,2, ..., M and j =
=  1 ,2 ..... p.  Hence by [14, Corollary 2.2], our corollary follows.

REMARK 3.2. For brevity of notation the indexes n, i, j, in the 
above formulas run  respectively as follows n  =  0,1, 2,..., i =  0, 1,..., M 
and j =  1, 2,..., p.

R E M A R K  3.3. The subspace sp { A n b y }  m ay be dense in the space 
X only if the space X is separable and this statem ent justifies why the 
space X in the Corollary 3.2 is separable.

REMARK 3.4. It can be observed, that in fact, w ithout loss of ge­
nerality, all the statem ents in  the above theorems and corollaries re ­
main true if we replace the time interval [to, ti] by [0, t± —10]- It follows 
immediately from the proof of Theorem 3.1 (see (3.8)).
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COROLLARY 3.3. If X  = Rn and U = Rp, then if  the assumptions 
about analyticity of the functions ut(t) are satisfied, the systems SV“  and 
SHM are controllable on [0, t j —10] if  and only if

(3.17) rank [Bo.Bj,..., BM, A B 0, ..., ABM, A n~lB0, ..., An_1BM] =  n.

P r o o f .  In  this case A  and Bu i =  0 ,1 ,..., M are matrices with 
appropiate dimensions and our; corollary follows immediately from Co­
rollary 3.2 and the results given in [13] and [14].

REMARK 3.5. Corollary 3.3 coincides w ith the results of the paper 
[1, Th. 3.1 and 3.2] where also the time optimal problems for finite di­
mensional dynamical systems w ith constant delays in  control have been 
extensively considered.

4. Approximate relative controllability. For given initial complete 
state zu — {x(t0, uu }, by some easy manipulation the equality (2.2) can 
be expressed in the following more convenient form

<4.1) x(t, zto, u) =  x(t, zu , 0 )+ x(t, 0, u)

where
i =  m  (t)  to

x(t, Zu , 0) =  S ( t—t0) x(t0)+  y J S ( t - r l(s))Biri(s)uti>{s)ds+
( A n \  i  =  0 Vi  (to)
' '  i  =  M oi(t)

+  2  I  S(*_ r ‘(s) )B^ ‘(s) u tA s) ds
t  =  m  ( t ) + l  » i (t«)

i “  n u t )  ri(t)
(4.3) x(t, 0, u) =  £  J  S ( t—ri{s))Bit l{s)u(s)ds

i  =  0 to

for t e ( r m(t0), rTO+1(t0)], m =  0 ,1 ,..., M —1,(4.4) mft) = 1 2[M, for t > r M(t0).

Similarly as in the section 3, without loss of generality, we define the 
attainable set at tim e ti from the zero initial complete state a t time t#, 
z te — {0, 0}, as follows

K lu, fl]=  i x (fu 0, u) e  X : u e  L1([t0, tj], U)} =
t i  I  =  m  (ti)

J  y  X(t)  r j ( t ))BiU(t;d teX lueLjf f to ,  tx],U)
t, i =  o !*«• (t*)I 

tl

j  G(t) u(t) d t e X : u e  Lx([t0) tj], U)

(4.5)

to

THEOREM 4.1. The following statements are equivalent:
(i) the system S V J* is approximately relatively controllable on [t0, ti],

<“ ) R tu.a =  x -
(iii) x*(G(t)) =  0 on [t0, ti] for all x* e  X*, implies x* =  Ox,.



P r o o f .  The equivalence (i) <=> (ii) follows immediately from (4.5) 
and the Definition 2.2. The equivalence (ii) <=> (iii) is obtained by using 
Proposition 1.1 to the attainable set K [u t ] and taking into consideration 
the formula (4.5). Hence the theorem follows.

THEOREM 4.2. Let B t e  L(U, j?a(A)) for i =  0 ,1,..., m (t1) and the 
junctions v t(t) are analytic in [ri(t0), ti], for i — 0, 1,..., mfo). Then the 
system SV™ is approximately relatively controllable on [t0, tx] if and only 
if the system  w ithout delays in control

<4.6) x(t) = Aa<t)+Biu(t),

where B =  [B0, Bl t Bu ..., Bm(tl)], ii> eL1{[t0, t 1],W), W =  U<™<‘‘>+1> is 
approximately controllable on

P r o o f .  Since the functions v t(t) are strictly increasing and analy­
tic in j>j(t0), tj] then r t(s) >  0 and are analytic in [to, «{(ti)] for i =  0,
1, ..., ?n<tj). Hence, since 6 L(U, rja(A)), the function G(s) is piecewise 
analytic in [t0, ti] and by (4.5) we have

i i  =  m  (ti) \
x*(G(t)) =  X* I V  X(t) f-i(t) S(t!—r4(t)) B; =  0 on [to, ti] for all

\ ) =  o [to, V i  ( t i ) l  /
x* e  X*, implies x* — Ox„ is equivalent to the following statement: 
x*(S(t1—ri(t)) Bi) =  0 on [to> ^i(ti)] for all x * e X * , i =  0 ,1„ ..., m<ti), im­
plies x* =  Ox,. By analyticity of the functions S fa —r4(t)) Bt for i =  
=  0, l,...,m (ti), the above statem ent is equivalnt to the following impli­
cation:

x*{S(t\ t) B^ “  0 on [rt(t0), tx] for all x * e X * , i =  0 ,1 ,..., mfo), 
implies x* =  Ox,.

But the statem ent (3.7) is the necessary and sufficient condition for 
approximate controllability on [rm(ti)(t0), t j  for the system (4.6), [3], 
[4], [13], [14].

REMARK 4.1. For brevity of notation, in the following corollaries,
the indexes n, i, j, run  respectively as follows n =  0 ,1..... i =  0,1,...,
m(tj), j  =  l, 2,..., p.

COROLLARY 4.1. Let the assumptions of Theorem  4.2 be satis­
fied. A  sufficient condition for SV™ to be approximately relatively con­
trollable on [t0, t^  is given by

(4.8) sp{A"BWoo} =  X 

or more generally, by

(4.9) sp {A nS(t)BWco} = X, t e [rm (ti)(t0), ti].

If A satisfies also hypothesis H 2, then (4.9) can be relaxed as to 
replace BW« by BW, w ith arbitrary t in [rm (ti) (t0), t j .  Conversely, 
assume that BWM is dense in BW. Then a necessary condition for SV%
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to be approximately relatively controllable on [t0) tj] is given by the  
following formula

(4.10) sp {A nS(t) BWoo) =  X ,  t  >  0.

If in addition the hypothesis H 3 is also satisfied, then in  (4.10) BWoo can 
be replaced by BW. Also if S(t) is a group, then  (4.10) simplifies in this 
case to the formula

(4.11) sp {A nBW }  =  X.

COROLLARY 4.2. Let X be separable space and the assumption of 
Theorem  4.2 be satisfied. A  sufficient condition for SV™ or SH “  to be 
approximately relatively controllable on [to , t j  is given by the following 
formula

(4.12) sp{Anb^, n =  0 ,1,..., i =  0 ,1,..., m fc), j =  1, 2,..., p} =  X, by e  D*,[A) 

or more generally, by

(4.13) sp (A nS(t) by} =  X ,  by 6 Do,(A), t e  [rm (ti)(t0), tj].

If A  satisfies also hypothesis H 2 then in  (4.13) b y g X  with  
t 6  [rTO(tl) (to ), t i ] .  Conversely, a necessary condition for SV™ or SH"  to 
be approximately relatively controllable on [to , t t ] is given by the follo­
wing formula

(4.14) sp {A”S(t) by} =  X, by e  Doo(A), t  >  0.

If in addition the hypothesis H 3 is satisfied, then in  (4.14) we can put 
by e  X. If S(t) is a group, then a necessary condition is of the following 
form

(4.15) sp {A"by} =  X.

REMARK 4.2. Proofs of the Corollaries 4.1 and 4.2 are the same as 
the appropriate proofs given in the paper [14] only w ith modification 
concerning the indexes, i and j.

REMARK 4.3. The length of the time interval [t0, ti] is im portant 
for approximate relative controllability because the number m (tt) de­
pends on ti.

COROLLARY 4.3. If X  = Rn and U = Rp, then if the assumptions 
about analyticity of the functions vt(t) are satisfied , then the systems 
SV™ and SAM a r e  controllable relatively on [ t 0, t t ] if and only if the  
following equality holds

(4.16) rank [B0, Blt ..., Bm (t]), AB0, A B U ..., ABn  (ti)..... A ^ B 0, A»-» Blt

An- lfW  =  »•
REMARK 4.4. For system SH“ we have n(t) — t+ h t for i =  0 ,1 ,..., M..
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REMARK 4.5. Corollary 4.3 agrees with the results of tihe paper 
|9, Th. 4 and Th. 2]. The similar problem for nonstationary linear sy­
stems have been also considered in  the paper [6], but only for systems 
w ith finite dimensional state space.

REMARK 4.6. From  the above results it follows immediately that 
approximate relative controllability implies approximate controllability.

5. A p p r o x im a t e  a b s o lu t e  c o n t r o l la b i l i t y .  In this section it is gene­
rally assumed, that t0 <  vM(ti), similarly as in Definition 2.3. For given 
initial complete state zu =  {x(t0)f u tj} and given the control uu =  u(t) 
lor t e  [ujvr(ti), tj] and for u e  ^([t®, Vm^)], U) by some easy manipu­
lation equality (2.2) can be expressed in the following more convenient 
form, (for t  — tx):

(5.2) x (tu zu , 0) =  S ( t - t 0) x(t0) +  V  J  S ( t i - r 4(t)) Btfi(t) uu (t) dt,

Similarly as in the preceding sections, let us introduce the set attainable 
at time Um^i), from the zero initial complete state at time to, i.e. zu =  
=  {0, 0}, denoted by K [u and defined in the following way

THEOREM 5.1. System  S V is approximately absolutely controlla­
ble on [t0) tj], if and only if dynamical system  without delays in control 
of the following form

(5.6) x(t) =  Ax(t) +  ^  S (ti—uM(tx) +  t —r4(t)) Bir1(t) u(t), t e  [t0, vM(ti)]

is approximately controllable on [t0, vM(tt)].
P r o o f .  From Definition 2.3 and the formulas (5.1) and (5.5) it 

follows, tha t the system S V ^  is approximately absolutely controllable on

(5.1) x(tu zu , u) =  x (tu zu , OJ+ccfo, 0, u ^ + x fa ,  0, u),

1 =  0 Vi  (to) 

i  =  M  V,  (ti)

t =  0 v M (ti) 

v M (ti) i  =  M

(5.4) x(tlt 0, u) =  f  JT  s ^ - r ^ t ) )  Btrt(t) u (t) dt.
to i =  0

<5 -5 )  K iu ,  V, , (t,)! =  0, u )  €  X : u  e  Lj([t0, Ujw(ti)], U)} =

1)m (tO I =  M

— J  S(vni(ti) t) J ?  S(t1
to i =  0

+ t —rt(t)) Bit-i(t) u(t) dt e  x  : u e L ^ to ,  VmCWIU) .

i =  M

61



[t0, ti] if and only if K[to> Bji (tj)] =  X. On the other hand it is well known 
([3], [4], [13], [14]), that by (5.5) the set K[u, vu (tj)] , is the attainable set 
for the system (5.6) on the time interval [t0, uM(ti)]- Hence, combining 
these two above statements our theorem follows.

COROLLARY 5.1. System  SH™ is approximately absolutely con­
trollable on [0, tj], if and only if dynamical system  w ithout delays in con­
trol of the following form

i -  M
(5.7) x(t) =  Ax(t)+  ^  S(hM — hi) B t u(t), t e  [0, t i ~ hM]

i = 0

is approximately controllable on [0, t t —hM]-
P r o o f .  Since Vi(t) =  t —ht for i =  0,1 ,..., M, then r t(t) =  t+Ti* and 

rt(t) =  1. Hence S(tx— uM(ti) +  t _ r4(t)) =  S(hM—ht) for i =  0,1,..., M and 
the corollary follows.

COROLLARY 5.2. If S(t) is a group of bounded linear operators, 
then system  SV “  is approximately absolutely controllable on [t0, til, if  
and only i f  system  w ithout delays

i =  M

(5.8) x(t) =  A x(t)+  V  S (t—ri(t)) Biii(t) u(t), t e [ t 0, uM(ti)]
t = o

is approximately controllable on [t0, uM(tj)].
P r o o f .  If S(t) is a group then S-1(t) e  L(X) for all t  e  R. Hence by 

(5.5) we have

(5.9) K [to, Vu (tl)) 

i  =  M

t>M (ti)
S(t 1  UM(tl)) J S ( V A f ( t l )  t) •

to

• JT  S (t-r i( t))  BiTt( t ) u ( t ) d te X - .u e L ^ l to ,  UM<ti)],U)l =
1 = 0 )

i = MJ S(vM(t!)—t) JT  S(t—ri(t)) BiTi(t) u(t) dteX : u e Li([t0, uM(t,)], U)
to i — 0

But the last equality in formula (5.9) is the attainable set for system of 
the form (5.8) and hence oux corollary follows.

COROLLARY 5.3. If S(t) is a group of bounded linear operators, 
then system  SH™ is approximately absolutely controllable on [0, tj], if 
and only if systems w ithout delays

i -  M

(5.10) x(t) =  A x(t)+  £  S ( -h i)  B t u(t), t e  [0, tx - h M]
i  = 0

is approximately controllable on [0, t t —hM].
P r o o f .  Since S (t—ri(t)) = S ( t—t —hl) for i =  0 ,1,..., M then by 

Corollary 5.3 our corollary follows.
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REMARK 5.1. It is obvious that approximate absolute controllabi­
lity implies approximate relative controllability which implies approxi­
mate controllability.

REMARK 5.2. Corollary 5.3 coincides completely w ith results given 
in the paper [9, Cor. 3] for finite dimensional systems w ith constant m ul­
tiple delays in control. The results for time-varying delays in control 
coincide with the results given in the paper [8].

6. C o n t r o l la b i l i t y  in  H i lb e r t  s p a c e s . In this section, using the results 
obtained in the preceding paragraphs, we shall consider various types o f  
controllability for systems defined in a Hilbert space. Hence, throughout 
the present section X will be specialized to be a Hilbert space. Moreover, 
we shall also assume, that the space U is also a Hilbert space.

THEOREM 6.1. The system  SV™ is approximately relatively con­
trollable on [t0, if and only if the selfadjoint operator C(t0) ti) : X -> X,. 
defined as follows

1 =  m  (tx)—1 Vt (ti) k =  i
(6.1) 0 ^ , ^ ) =  £  j  JT

t =  o i>i+i(ti) h  =  o

Vm ( t l)(41) fc =  m  (t l )

— rk(t))rk(t)d t+  f V  t fc(t)S (t1- r k(t))BfcB;;S*(t1- r fc(t)) rk( t)d t
to Jc =  0

is positively defined. Moreover the system  SV“  is approximately abso­
lutely controllable on [t0, ti], (to <  ^ ( t j ) )  if and only if the selfadjoint 
operator Ca(t0, t j  : X  X

Vm (ti) i — M i — M
(6.2) Ca(t0, tj) =  /  £  n ( t ) 'S ( t i - r i(t))B 1 ^  B t S ^ - n W m d t

to 1 =  0 1 =  0

is positively defined.
P r o o f .  Let us observe, that the attainable set K [u u] given by the 

formula (4.5) is in fact the range of linear bounded operator acting on 
the space of admissible controls and given explicitly by the formula 
4.5). Since X and U are H ilbert spaces, then the range of the operator is  
dense if and only if its adjoint is injective operator and this is equiva­
lent to the condition that C(t0, ti) is positively defined. The same method 
of proof is valid for approximate absolute controllability.

REMARK 6.1. It should be stressed, that Theorem 6.1 is valid 
w ithout any assumptions on analyticity of the functions Vi(t), i =  
=  0, 1,..., M, or semigroup S(t).

REMARK 6.2. Theorem 6.1 extends to the case of time-variable de­
lays in control, the results given in the paper [8, Th. 2]. The similar re­
sults for systems without delays in control have been obtained in the pa­
per [2].
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R E M A R K  6 .3 . I f  th e  o p e r a t o r s  C (t0, ta), o r  C a(t„, t j )  a r e  p o s i t iv e l y  

d e f i n e d  t h e n  t h e y  h a v e  in v e r s e  o p e r a to r s ,  b u t  n o t  n e c e s s a r y  b o u n d e d .
T H E O R E M  6 .2 . Let X  be separable Hilbert space. Let A satisfies H  1, 

H  3 and H  4 . Then system  SV™ is approximately relatively controllable 
on [ t0, t i ]  if and only if

(bu, Xjfi)x ,..., {bip, Xk l)x (b21) Xjti)x ,

r a n k  Bfc(tl) — r a n k (bll, Xki)x , •••> (bip, Xk2)x (b2x, Xk2)x t

(6 .3 ) ( bn, Xkl )x , ..., ( bip , X k l  )x { b2i, X fc i ) x ,

..., (b2p,Xk l)x , (bm(tl)p ,Xkl)x

..., (b2p, x k2)x ,..., (bm (ti)p, x k i )x

..., (b2p, x ki)x ,..., (bm (ti)p, xki ) x

P r o o f .  T h e  p r o o f  o f  T h e o r e m  6 .2  f o l lo w s  fr o m  C o r o l la r y  4 .2  a n d  

r e s u l t s  o f  t h e  p a p e r  i[14 , T h . 3 .4 ]  ( s e e  a ls o  e .g .  [4 ] , a n d  [1 1 ] ) .
C O R O L L A R Y  6 .1 . If the assumptions of Theorem  6 .2  are satisfied, 

then system  S V i s  approximately absolutely controllable on [to, t j ,  
(t0 <  uM(ti)) if and only if

(6 .4 )  rank =  lk, for k — 1,2, 3,...

C O R O L L A R Y  6 .2 . Theorem  6 .2  and Corollary 6.1 are valid i f  the 
assumption H 3 is replaced by the assumption H 5.

REMARK 6.4. For finite-dimensional systems i.e. X =  Rn and U =
— Rp the analogous results have been derived by using Jordan canonical 
form of the dynamical systems, but in finite dimensional case this m et­
hods of controllability investigation have some disadvantage in contrast 
to other, simpler methods.

REMARK 6.5. For systems without delays in control, defined in 
infinite-dimensional Hilbert space, the analogous results have been deri­
ved in the papers [4], [11], [14], where several examples, concerning 
classical boundary problems, are given.

REMARK 6.6. All results given in this paper concern only the appro­
ximate type controllability and not exact type controllability. However, 
i t  is well known, that in practic, the majority of the dynamical systems 
are only controllable in  the approximate sense, and not controllable in 
exact sense (see e.g. [2], [3], [4], [5], [10], [11], [12], [13], [14], [15]). Mo­
reover in the papers [13] and [14] it have been proved, th a t for systems 
with compact operators Bt i = 0, 1, ..., M or w ith compact semigroups 
S(t) or compact resolvent R(X, A) exact type controllability never occurs.

REMARK 6.7. The results of this paper can be extended to the case 
of nonautonomous systems, where operators A  and B4 i =  0,1 ,..., M de­
pend explicitly on the time t.
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