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Report of Meeting

The Twenty-second Debrecen–Katowice Winter Seminar
on Functional Equations and Inequalities

Hajdúszoboszló (Hungary), February 1–4, 2023

The Twenty-second Debrecen–Katowice Winter Seminar on Functional E-
quations and Inequalities was held in Hotel Aurum, Hajdúszoboszló, Hungary,
from February 1 to February 4, 2023. It was organized by the Department of
Analysis of the Institute of Mathematics of the University of Debrecen.

The Winter Seminar was supported by the Institute of Mathematics, Uni-
versity of Debrecen and by the project 2019-2.1.11-TÁT-2019-00049.

The 27 participants came from the University of Silesia (Poland), the Uni-
versity of Debrecen (Hungary), the University of Rzeszów (Poland) and the
Kazimierz Wielki University (Poland), 8 from the first, 16 from the second, 2
from the third and 1 from the fourth university.

Professor Zsolt Páles opened the Seminar and welcomed the participants
to Hajdúszoboszló.

The scientific talks presented at the Seminar focused on the following top-
ics: equations in a single variable and in several variables, iterative equations,
equations on algebraic structures, functional inequalities, Hyers–Ulam stabil-
ity, functional equations and inequalities involving mean values, generalized
convexity and Walsh–Fourier analysis. Interesting discussions were generated
by the talks.
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The closing address was given by Professor Maciej Sablik. His invitation
to the Twenty-third Katowice–Debrecen Winter Seminar on Functional Equa-
tions and Inequalities in January 2024 in Poland was gratefully accepted.

Summaries of the talks in alphabetical order of the authors follow in Sec-
tion 1, problems and remarks in chronological order in Section 2, and the list
of participants in the final section.

1. Abstracts

Ali Hasan Ali: Generalizations of the Taylor Theorem with Factoriza-
tion Results (Joint work with Zsolt Páles)

In this work, we present an extension of the Taylor theorem for linear differ-
ential operators with constant coefficients. Our approach is based on the use of
divided differences with repeated arguments. The extension of the Taylor the-
orem for exponential polynomials is established, along with its consequences
in terms of integral remainder terms and mean value type theorems. As an
application, we provide some factorization results by obtaining estimates for
linear functionals through the use of the generalized Taylor theorem.

Reference

[1] A.H. Ali and Zs. Páles, Taylor-type expansions in terms of exponential polynomials,
Math. Inequal. Appl. 25 (2022), no. 4, 1123–1141.

Mihály Bessenyei: Fixed point aspects of the Presić equation (Joint work
with Zsolt Páles)

Let H and X be nonempty sets, further, F : H×Xn → X and ϕ1, . . . , ϕn :
H → H be given functions. In the talk, we present existence and uniqueness
results to the solvability of the Presić-type equation

f(t) = F
(
t, f(ϕ1(t)), . . . , f(ϕn(t))

)
.

The approach is based on fixed point methods. The Bielecki renorming tech-
nique, the Banach contraction principle and the Tarski fixed point theorem
play the key role in the proofs.
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Zoltán Boros: Applications of strong geometric derivatives (Joint work
with Péter Tóth)

Let I denote an open interval in the real line, 0 ≤ ε ∈ R and 1 < p ∈ R .
Let us consider a function f : I → R that fulfills the inequality

(1) f
(
λx+ (1−λ)y

)
+ f
(
(1−λ)x+λy

)
≤ f(x) + f(y) + ε (λ(1− λ)|x− y|)p

for every x, y ∈ I and λ ∈ [0, 1]. We prove that such a function f has increasing
strong geometric derivatives (cf. the presentation by P. Tóth [1]). According
to the representation theorem for this property [1, Theorem 2], there exist
a convex function g : I → R and an additive mapping A : R → R such that
f(x) = g(x) + A(x) for every x ∈ I . This implies, in particular, that f is
Wright-convex [4], i.e., it satisfies inequality (1) with ε = 0 as well.

Such an argument provides a new proof for Ng’s decomposition theorem [2]
(in the particular case when the domain is a real interval), as well as a Rolewicz
type result [3] and a localization principle for Wright-convexity.

Applying a decomposition theorem for strongly geometrically differentiable
functions, we perform similar investigations concerning locally approximately
affine mappings.
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Jacek Chudziak: Solutions of a composite type functional equation on
a cone (Joint work with Zdenék Kočan)

LetM be a non-empty set equipped with a binary operation ◦ : M×M →
M . In a recent paper [1], the solutions of the functional equation

(1) f(x+ y) = f(x) ◦ f(h(x)y) for x, y ∈ [0,∞),

where f : [0,∞) → M and h : [0,∞) → [0,∞) are unknown functions, have
been investigated in a connection with some invariance problems under bino-
mial thinning. In the talk, we are going to deal with the following generaliza-
tion of equation (1)

(2) f(x+ y) = f(x) ◦ f(h(x)y) for x, y ∈ C,

where C is a convex cone in a real linear space, f : C →M and h : C → [0,∞).

Reference
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György Gát: Means of subsequences of partial sums of trigonometric
Fourier-series

In this talk, we give a short résumé with respect to some recent results in
the theory of summation of trigonometric Fourier-series. We discuss the case
when only a subsequence of the sequence of partial sums is given ([2], [3]). We
examine for which index sequences and in what sense the original function
can be reconstructed. For convex index sequences and continuous functions
(supremum norm) Carleson [1] has given a necessary and sufficient condition.
His result is partly based on two theorems of Kahane and Katznelson [4]. For
integrable functions and almost everywhere convergence, the situation is con-
siderably more difficult. Finally, we formulate some problems and conjectures
in this research area of Fourier analysis.
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Attila Gilányi: Computer aided investigation of alienness of linear func-
tional equations (Joint work with Lan Nhi To)

The concepts of the alienness and the strong alienness of functional equa-
tions were introduced by Jean Dhombres in his paper [3]. These properties
were studied by several authors during the last more than 30 years (cf., e.g.,
[4] and [9]).

In this talk, we consider linear functional equations of the form

n+1∑
i=0

fi(pix+ qiy) = 0 (x, y ∈ X),(1)

where n is a positive integer, p0, . . . , pn+1 and q0, . . . , qn+1 are rational num-
bers, X,Y are linear spaces and f0, . . . , fn+1 : X → Y are unknown functions.
Extending the results presented in [6], we describe a computer program pack-
age developed in the computer algebra system Maple (Maple is a trademark
of Waterloo Maple Inc.), which is able to make a decision about alienness or
strong alienness of functional equations belonging to class (1). The package
is based on another Maple program, which determines the solutions of linear
functional equations of type (1) (cf., [2], furthermore, [1], [5], [7] and [8]).
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Richárd Grünwald: Local and global inequalities for nonsymmetric gen-
eralized Bajraktarević means (Joint work with Zsolt Páles)

In this talk, the ith entry of a real vector

x := (xi)i∈{1,...,n} =

x1...
xn

 ∈ Rn

will be denoted by xi, and analogously, the ith row and jth column of a real
matrix

x := (xji )(i,j)∈{1,...,n}×{1,...,k} =

x
1
1 · · · xk1
...

...
x1n · · · xkn

 ∈ Rn×k

will be denoted by xi and xj , respectively. For convenience, we identify Rn×k
by (Rn)k in the standard manner.

Firstly we give 2 necessary conditions for the local validity of the functional
inequality

(1) M0(Φ(x1), . . . ,Φ(xn)) ≤ Φ(M1(x1), . . . ,Mk(xk)),

where, for α ∈ {0, . . . , k}, Iα ⊆ R is a nonempty open interval, Mα : Inα → Iα
is a mean and Φ: I → I0, where I := I1 × · · · × Ik, assuming differentiability
and twice differentiability, respectively.

Then we show necessary and sufficient conditions for the particular case of
(1) when all the means are n-variable nonsymmetric generalized Bajraktarević
means, i.e., we consider the inequality

Af0,p0(Φ(x1), . . . ,Φ(xn)) ≤ Φ(Af1,p1(x1), . . . , Afk,pk(xk)).
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Eszter Gselmann: On Iverson’s law of similarity (Joint work with Chris-
topher W. Doble and Yung-Fong Hsu)

Consider an experimental context in which a participant must compare
a stimulus of intensity x with one of intensity y (both measured in ratio
scale units) and judge which has the greater sensory impact (i.e., is louder,
is heavier, is brighter, etc.). Let P (x, y) be the probability that intensity y is
judged greater than intensity x. The problem of Fechner [1], stated in modern
terms, is to find continuous and strictly increasing functions u and F such
that

P (x, y) = F (u(x)− u(y)) .

The interpretation of this equation is that the stimulus intensities x and y are
scaled by the sensory mechanism to the values u(x) and u(y), respectively,
and the probabilities P (x, y) are determined by the differences between those
scaled values. The function u is called a scale, and the above equation is
a Fechnerian representation.

Fixing the probability π, one can define the function σπ by

σπ(x) = y if and only if P (x, y) = π.

That is, σπ(x) is the intensity in the second interval judged greater than
intensity x in the first interval with probability π. We employ F−1(π) = s as
the index measuring discriminability between stimuli. Following Iverson [2],
we define

ξs(x) = σπ(x)

and call the functions ξs sensitivity functions. In this talk, sensitivity functions
will be considered that also fulfill Iverson’s law of similarity, i.e.,

ξs(λx) = γ(λ, s)ξη(λ,s)(x).
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Mehak Iqbal: Monomial functions, normal polynomials and polynomial
equations (Joint work with Eszter Gselmann)

Let F be a subfield of the complex field. In this talk, we consider generalized
monomial functions f, g : F→ C (of possibly different degree) that also fulfill

f(P (x)) = Q(g(x)) (x ∈ F) ,

where P ∈ F[x] and Q ∈ C[x] are given (classical) polynomials.
In more detail, during the talk, we focus on the following.

(i) We study generalized monomials f : F → C of degree n under the con-
dition that the mapping

F 3 x 7−→ f(P (x))

is a (normal) polynomial.
(ii) As an inital step we show that instead of polynomials P , we always may

restrict ourselves to (classical) monomials.
(iii) At first glance the assumption that the mapping

F 3 x 7−→ f(xk)

is a (normal) polynomial, seems a bit artificial. Nevertheless, as some
illustrative examples show, this is not the case. They also reveal why
homomorphisms and higher order derivations appear in such character-
ization theorems.

Tibor Kiss: A functional equation with arithmetic mean

The talk discusses the regular and irregular solutions of the Pexider func-
tional equation

ϕ
(x+ y

2

)(
f1(x)− f2(y)

)
= 0, (x, y) ∈ I × J,

where I, J ⊆ R stand for nonempty open intervals and ϕ : 1
2(I + J) → R,

f1 : I → R, and f2 : J → R are assumed to be unknown functions. We also
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touch on why the above equation plays an essential role in the problem of the
invariance of generalized weighted quasi-arithmetic means.
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Radosław Łukasik: On some functional equation in a single variable

Marian Tetiva [1] has posed the following problem: Let a and b be real
numbers with 0 < a < 1 < b. Find all continuous functions f : R → R such
that f(0) = 0 and

(1) f(f(x))− (a+ b)f(x) + abx = 0

for all x ∈ R. We present the general solution of (1) in the class of functions
with the Darboux property from the interval I onto I (0 ∈ I), where a, b ∈ R.
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Oleksandr Maslyuchenko: Compact subspaces of the space of sepa-
rately continuous functions with the cross-uniform topology and the sharp cel-
lularity (Joint work with Roman Ivasiuk)

A natural topology on the space S of all separately continuous functions
f : [0, 1]2 → R was introduced in [1] and was called the topology of the sec-
tionally uniform convergence. This topology can be considered on the space
S(X × Y ) of all separately continuous functions f : X × Y → R for any topo-
logical spaces X and Y . Its base consists of the sets

WE,ε(f0) =
{
f ∈ S(X × Y ) : |f(p)− f0(p)| < ε for any p ∈ crE

}
,

where E is a finite subset of X × Y , crE = (X × prY (E)) ∪ (prX(E) × Y )
is the cross of the set E, ε > 0 and f0 ∈ S(X × Y ). We call it the cross-
uniform topology and always endow the space S(X×Y ) by it. If X and Y are
compacta then S(X×Y ) is a topological vector space. In [1], it was proved only
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that S = S([0, 1]2) is a separable non-metrizable complete topological vector
space, and the authors asked about the other properties of S. In [2, 3, 4], the
authors proved that S(X×Y ) is a meager, complete, barreled and bornological
topological vector space for any compacta X and Y without isolated points.

Another intrigued question is the problem on description of compact sub-
spaces of S(X×Y ) for any compacta X and Y . Compact subspaces of B1(X)
(= the space of all Baire one function with the pointwise topology) are, so-
called, Rosenthal compacta ifX is a Polish space. Since S([0, 1]2) ⊆ B1([0, 1]2)
and every Baire one function on the diagonal can be extended to the sepa-
rately continuous function on the whole square, we expected the appearance
of some Rosenthal type compacta. But it turns out that the structure of com-
pact subspaces of S(X × Y ) is simpler. Let w(X) denote the weight of a
topological space X and let c(X) denote the cellularity of X. The sharp cellu-
larity is c](X) = sup

{
|U|+ : U is a disjoint family of open sets in X

}
, where

|A| means the cardinality of a set A and m+ means the least cardinal number
which is grater then the cardinal number m. The main result of our talk is
the following.

Theorem 1. Let X,Y be infinity compacta and K be a compact. Then K
embeds into S(X × Y ) if and only if w(K) < min{c](X), c](Y )}.
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Rayene Menzer: An alternative equation for generalized monomials in-
volving measure (Joint work with Zoltán Boros)

Motivated by analogous investigations for additive functions [1], in this
talk we consider a generalized monomial f : R → R that satisfies the addi-
tional equation f(x)f(y) = 0 for the pairs (x, y) ∈ D, where D ⊂ R2 has
positive planar Lebesgue measure. We prove that f(x) = 0 for all x ∈ R. Us-
ing analogous arguments, we establish a related statement about the signs of
such functions: if a generalized monomial f of an even degree is non-negative
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on a measurable subset of reals with positive Lebesgue measure, then f(x) ≥ 0
for every real number x.
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Gábor Marcell Molnár: On polyhedral maps and some of their appli-
cations (Joint work with Zsolt Páles)

Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be normed spaces over R. We say that
T : X → Y is a polyhedral map if T is continuous and there exist bounded
linear maps A1, . . . , An : X → Y and y1, . . . , yn ∈ Y such that

T (x) ∈ {A1(x) + y1, . . . , An(x) + yn} (x ∈ X).

In the talk, I will show some results regarding such polyhedral maps and
an application in finite dimensional setting.
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Andrzej Olbryś: On a joint generalization of P -functions and quasi-
convex functions

LetD be a convex subset of a real linear space, I ⊂ R. In our talk, we study
the properties of functions f : D → I satisfying the functional inequality

f(tx+ (1− t)y) ≤ T (f(x), f(y)), x, y ∈ D, t ∈ [0, 1],

where a binary operation T : I×I → I is associative, symmetric and increasing
with respect to the first (or second) variable.
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Zsolt Páles: On the Jensen convexity of quasideviation and Bajraktare-
vić means (Joint work with Paweł Pasteczka)

The Jensen convexity of quasiarithmetic means has been completely char-
acterized in a recent paper [1] in the following manner: A quasiarithmetic
mean over an open interval I generated by a strictly monotone continuous
function f : I → R is Jensen convex if and only if f is twice continuously
differentiable with a nowhere vanishing first derivative and either f ′′ is nonva-
nishing and f ′/f ′′ is positive and concave, or f ′′ is identically zero. Motivated
by this result, we characterize the Jensen convexity of quasideviation and
Bajraktarević means in a similar spirit.
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Evelin Pénzes: Dimension of generalized fractals in semimetric spaces
(Joint work with Mihály Bessenyei)

In this talk we will present a correspondence of Hutchinson’s Fractal Di-
mension Theorem: In the well known exponential expression for the Hausdorff
dimension, the factors of contractions are replaced by the appropriate Dini
derivatives of the generalized contractions.
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Mateusz Pieszczek: Sincov’s Equation for Fuzzy Implications with Fuzzy
Connectives (Joint work with Michał Baczyński)

The Sincov’s equation was described at the beginning of 20th century in [5],
but at the time it was not used in context of fuzzy connectives. In article [4],
the authors discovered that characterization of T-power based implications
is naturally using Sincov’s functional equation. As Gronau describes in [3],
classical multiplicative Sincov’s equation is given by

I(x, y) · I(y, z) = I(x, z),

where, in our context, I is a fuzzy implication function. Importance of T-power
based implications, cannot be understated as they are invariant with respect
to powers of T-norms. This property is sometimes a required assumption
when designing fuzzy inference systems, which uses implication that preserves
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“gradation”. For instance, if an implication used to model rules below was
invariant with respect to T-powers, the stated rules would be equally true.

If the apple is red, then it is ripe.

If the apple is very red, then it is very ripe.

If the apple is little red, then it is little ripe.

Later in [1], the authors provided full characterization of solutions to mul-
tiplicative Sincov’s equation for fuzzy implications. Then in [2], they extended
the result to a characterization of the equation with T-norms. In this talk,
we consider generalized Sincov’s equation for fuzzy implications using class of
generalized fuzzy connectives instead of multiplication or T-norms. Our main
result considers a characterization of solutions for representable uninorms,
where the equation takes the form of

U(I(x, y), I(y, z)) = I(x, z).
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Maciej Sablik: Local polynomials (Joint work with Chisom P. Okeke)

We deal with a characterization of polynomial functions defined in convex
subsets of linear spaces by functional equations. We illustrate our method by
giving some examples.
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László Székelyhidi: On a generalization of the Heisenberg group

In this talk, we present a generalization of the Heisenberg group and study
its finite dimensional representations.

Tomasz Szostok: The interplay between linear functional equations and
inequalities

We study connections between the equation

n∑
i=1

aif(αix+ (1− αi)y) = 0

and the corresponding inequality

n∑
i=1

aif(αix+ (1− αi)y) ≥ 0.

Norbert Tóth: An optimality condition for linear programs (Joint work
with Mihály Bessenyei)

Motivated by the well-known graphical method, we give a geometric char-
acterization of those linear programs that have an optimal feasible solution.
Our condition and approach rely on the notions and applications of the reces-
sion and normal cones. Among the applications, we present the strong duality
theorem and revisit Farkas’ lemma, as well.

References

[1] A. Barvinok, A Course in Convexity, Graduate Studies in Mathematics, 54, American
Mathematical Society, Providence, RI, 2002.

[2] J.M. Borwein and A.S. Lewis, Convex Analysis and Nonlinear Optimization. Theory
and Examples, 2nd ed., CMS Books in Mathematics, 3, Springer, New York, 2006.

[3] J. Farkas, Theorie der einfachen Ungleichungen, J. Reine Angew. Math. 124 (1902),
1–27.

[4] R.T. Rockafellar, Convex Analysis, Princeton Mathematical Series, 28, Princeton Uni-
versity Press, Princeton, N.J., 1970.

[5] R.J. Vanderbei, Linear Programming. Foundations and Extensions, 4th ed., Interna-
tional Series in Operations Research & Management Science, 196, Springer, New York,
2014.



The Twenty-second Debrecen–Katowice Winter Seminar 329

Péter Tóth: Strong geometric derivatives (Joint work with Zoltán Boros)

Let I denote a nonempty open interval of the real line, and let us consider
a function f : I → R . For x ∈ I and h ∈ R , we define the lower and upper
strong geometric derivatives of f at the point x in the direction h by

D�hf(x) = lim inf
y → x
n→∞

2n
(
f

(
y +

h

2n

)
− f(y)

)
and

D
�
hf(x) = lim sup

y → x
n→∞

2n
(
f

(
y +

h

2n

)
− f(y)

)
,

respectively. We call f strongly geometrically differentiable if

D�hf(x) = D
�
hf(x) ∈ R

holds for every x ∈ I and h ∈ R . We say that f has increasing strong geometric
derivatives if

−∞ < D
�
hf(x) ≤ D�hf(y) < +∞

holds for every h > 0 and x, y ∈ I such that x < y . We give a characterization
of these properties by the following decomposition theorems.

Theorem 1. The function f is strongly geometrically differentiable if,
and only if, there exist a continuously differentiable function g : I → R and an
additive mapping A : R→ R such that f(x) = g(x) +A(x) for every x ∈ I .

Theorem 2. The function f has increasing strong geometric derivatives
if, and only if, there exist a convex function g : I → R and an additive mapping
A : R→ R such that f(x) = g(x) +A(x) for every x ∈ I.

These investigations are motivated by similar concepts and related decom-
position theorems, analogous to Theorem 1 ([1, 2]).
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Sebastian Wójcik: Zero utility principle under uncertainty

A process of insurance contract pricing consists on assigning to any risk,
represented by a non-negative essentially bounded random variable on a given
probability space, a non-negative real number, being a premium for the risk.
In a literature, one can find various methods of insurance contracts pricing.
In this talk, we consider the method, known as the zero utility principle,
introduced by H. Bühlmann [1]. It presents the problem from the point of
view of an insurance company, assuming that the premium for a given risk
is determined in such a way that the company is indifferent between entering
into contract and rejecting it.

We study the zero utility principle in the cumulative prospect theory
(cf. [2]) under uncertainty. In this setting, the risks are represented by mea-
surable function defined on a given measurable space (S,F). The principle for
a risk X is defined as a real number H(u,µ,ν)(X) satisfying the equation

Eµν [u(H(u,µ,ν)(X)−X)] = 0,

where Eµν is the Choquet integral with respect to the capacities µ, ν : F →
[0, 1].

We establish a necessary and sufficient condition for the existence of the
principle. Furthermore, we characterize its important properties: the compa-
rability, equality, positive homogeneity and comonotonic additivity.
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Thomas Zürcher: Some information about my favourite Banach func-
tion space

If you think about what properties make the Lebesgue spaces great and
put them into a definition, then you get a pretty good idea what Banach func-
tion spaces are. One might think that Lebesgue spaces “are the best among
them”, but I do not share this opinion: there is a space that is even better than
them. It is a part of a whole family of spaces, the so called Lorentz spaces.
To introduce them, we need some definitions first. Assume that (X,µ) is a
measure space and that f : X → [0,∞] is measurable. Then we set

ωf (α) := µ({x ∈ X : f(x) > α}),

f∗(t) := inf{α ≥ 0 : ωf (α) ≤ t}.
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Let p, q ∈ (0,∞]. The Lorentz space Lp,q is the space of all measurable non-
negative functions f such that

‖f‖Lp,q =


(∫∞

0

{
t1/pf∗(t)

}q dt
t

)1/q
, if 0 < q <∞

sup0<t<∞
{
t1/pf∗(t)

}
, if q =∞

is finite.
In the talk, we are interested in the case where q = 1.
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2. Problems and Remarks

Problem. The Hermite–Hadamard inequality states that, for a convex
function f, we have

f

(
x+ y

2

)
≤ 1

y − x

∫ y

x

f(t)dt ≤ f(x) + f(y)

2
.

It means that, in some cases, the expression

1

y − x

∫ y

x

f(t)dt

may be considered as a mean of values a = f
(
x+y
2

)
and b = f(x)+f(y)

2 . This
observation was an inspiration for the paper [1], where it was proved that the
equation

f(x) + f(y)

2
− 1

y − x

∫ y

x

f(t)dt = p

(
1

y − x

∫ y

x

f(t)dt− f
(
x+ y

2

))
may hold only for polynomials of degree not greater than 3. Thus our mean
may be a weighted arithmetic mean only for such functions. In equations
of this type, the integral may be replaced by the expression F (y) − F (x),
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containing a new unknown function F. The equation obtained in this way may
be considered without any regularity assumptions on the functions involved.
It should be added here that a more general result may be found in [2] but
the result from [1] is valid on for functions acting on rings.

Here, we pose the following problem. Find the solutions of a more general
equation

1

y − x

∫ y

x

f(t)dt = ϕ−1
(
αϕ

(
f
(x+ y

2

))
+ (1− α)ϕ

(
f(x) + f(y)

2

))
.

Thus, we ask for which functions the integral 1
y−x

∫ y
x
f(t)dt is a weighted quasi

arithmetic mean of f(x)+f(y)2 and f
(
x+y
2

)
.
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