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Abstract

The paper describes the concept of augmented reality. Based on literature analy-
sis, the authors claim that augmented reality technology enriches human expe- 
riences with digital data. The introduction of augmented reality applications  
and services provides an opportunity to increase the realism of research, while 
also offering an enhanced emotional and cognitive experience. Therefore, it 
can be an effective tool for the organization of learning in schools, colleges and 
universities.
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Augmented reality technologies can be interesting as an object of study as well. 
To do this, scientists need to design, develop and test appropriate methodologies.

This paper explores one of the components of such techniques. The authors 
analysed several platforms for creating augmented reality applications. Unity, 
Vuforia and 3d-Studio were chosen for the purpose of analysis. Using them, the 
authors developed a fragment of the content of education. It contains instructions 
for creating an augmented reality application. The paper contains the author’s ac-
count of the process of training future teachers of computer science at Ternopil 
Volodymyr Hnatiuk National Pedagogical University (Ukraine). Based on the 
conducted study, the authors claim that students showed considerable interest in 
augmented reality technologies and the content of their training.

Key words: augmented reality, virtual reality, augmented reality software de-
veloper toolkit, software development kit, integrated development environment

The introduction of digital technologies into the educational process is provided 
by a number of strategic documents, including the concept of the “New Ukrain-
ian School”1 as well as the strategy “Education 2030”2, which were approved by 
UNESCO and UNICEF together with other organizations, and the development 
strategy “Europe 2030”3 adopted by the European Commission.

One of the phenomena of digital technologies in the last 10 years is the technol-
ogy of virtual and augmented reality (VR and AR). Today, it has an ever-expanding 
business, entertainment and educational application. First of all, the companies 
involved in augmented reality are making a digital transformation of education 
(Morze, Smyrnova-Trybulska & Boiko, 2019). Therefore, scientists (Lukashenko & 
Lutsenko, 2016; Selivanov & Selivanova, 2015) see the significant educational po-
tential of these technologies. Basic studies on the impact of VR on humans’ focus 
on the study of the impact of computers and working with them, the Internet, social 
networking resources, and computer games on the feelings, thoughts and actions 
of an individual (Lukashenko & Lutsenko, 2016; Selivanov & Selivanova, 2015). 

In her study, Heather (2018) says that AR affects the brain in new and exciting 
ways. There are three ways in which AR affects the brain:

1  https://mon.gov.ua/storage/app/media/zagalna%20serednya/nova-ukrainska-shkola-com-
pressed.pdf

2  http://uis.unesco.org/sites/default/files/documents/education-2030-incheon-frame-
work-for-action-implementation-of-sdg4-2016-en_2.pdf

3  https://ec.europa.eu/commission/sites/beta-political/files/rp_sustainable_europe_30-01_
en_web.pdf 
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•• AR drives high levels of visual attention in the brain (almost double that of 
non-AR tasks).

•• Right now, AR elicits a ‘surprise’ response in the brain.
•• What is stored or encoded into memory is 70% higher for AR experiences.

AR is a technology that enriches human experiences with digital data and thus 
mixes the real and virtual environment. It uses virtual information as an additional 
useful tool. As a result, a new, more informative and stimulating environment is 
created (Hruntova, Yechkalo, Striuk, & Pikilnyak, 2018). In the article by Podko-
sova, Varlamova, Ostroukh, and Krasnyansky (2011), the following advantages of 
such an environment are distinguished: 
•• micro and macro universe; 
•• creating models of phenomena or processes that cannot be directly and clearly 

registered by human senses; 
•• visualization of abstract models (producing objects that have no form in the 

real world).
AR apps can help a person focus their attention on certain elements of the 

camera image; improve the understanding of the objects of the surrounding world 
by providing necessary information overlapping the image in the form of a text 
message or visual image. Today, AR is used in the following fields: education, 
medicine, military affairs, aviation, marketing, tourism, design, and games. In 
education, AR helps children learn about the world, as they can point the camera 
at the subject of interest and see detailed information about it. 

The reader should not confuse VR with AR. The fundamental difference is 
that VR constructs a new artificial world and AR only adds individual artificial 
elements to the perception of the real world. A combination of these realities is 
called Mixed Reality. VR can be filled with people, weather conditions, events, 
and more (Smyrnova-Trybulska, 2019). For now, AR-technology is one of the main 
components of modern educational concepts such as STEM and STEAM (Balyk, 
Shmyger, Vasylenko, Oleksiuk & Skaskiv, 2019).

In our study, the understanding of the essence of VR is used to a greater extent 
in the traditionally cybernetic (programmatic) sense and is in tune with the thought 
of S. Karelov (2000). His theory boils down to the following basic characteristics: 
1) creation by means of programming of three-dimensional images of the objects, 
as close as possible to reality, models of real objects, similar to holographic ones; 
2) the possibility of animation (the subject in a virtual space can move, look at the 
object from different directions, “fly” in the universe, “move” inside the biological 
cell, etc.) (Selivanov & Selivanova, 2014).

AR is an environment with a direct or indirect complement to the physical 
world of digital data. The addition of AR objects takes place in real time, with the 
use of digital devices such as tablets, smartphones, smart glasses or accessories 
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with special software. The device recognizes objects, special labels on them, or 
the user’s location through a camera or other interface (such as Bluetooth or GPS). 
The marker can be both a special beacon with a built-in chip and a regular QR code 
(Korenova, 2018). In order for the add-on to occur, the user needs to be within the 
scope of this beacon or read a QR code.

Augmented Reality Platforms for Programming and Coding

AR technologies can be used not only as a means of learning. Experience shows 
that AR applications and services can be interesting and effective as an object of 
study.

For example, such tools as CoSpaces Edu, Vuforia AR, Unity, ARCore, Sketch-
Up, and others are popular in the process of studying programming in secondary 
schools, colleges and universities. 

CoSpaces Edu is a service for creating an AR application. It enables students 
to learn through practice, using various tools available within the range of VR and 
AR technologies. The platform uses a visual (Scratch-like) programming language. 
With its fun, Lego-like coloured blocks, CoBlocks, it is the ideal solution for junior 
pupils. CoSpaces Edu provides access to scripting languages for more advanced 
coding too. Therefore, more advanced coders can create scripts to add interactions 
and events or even create games. Teachers can create 3D scenes and virtual models 
for their subjects at Cospaces Edu. They can also encourage students to be creative 
and create their own 3D scenes and learning models of objects, phenomena and 
processes (Levina & Konyukhov, 2019).

One of the first Software Development Kits (SDK) for developing AR ap-
plications was Vuforia AR. Vuforia uses computer vision technologies, as well 
as tracking flat images and simple three-dimensional real objects in real time. 
The latest versions of Vuforia can recognize text and cylindrical markers. The 
image rendering capability allows developers to position and orient virtual ob-
jects such as 3D models and media content. They blend with the real scene when 
displayed on mobile devices. Unity recently partnered with Vuforia to integrate 
this AR platform into the Unity game engine (online: https://developer.vuforia.
com/). The great possibilities of the integrated successful implementation of these 
platforms occur in the least amount of time. For example, the Unity and Vuforia 
platform was successful in the course “3D design for Mobile Augmented reality” 
at The Norwegian School of IT. In the course, students learned to make efficient, 
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optimized and visually coherent content for Augmented Reality apps for mobile 
devices (Kjellmo, 2013).

The present research of the authors was devoted to designing an AR spatial 
visualization training system. The system consists of a manual controller and  
a visualization-training task. In the process of manual controller design, there 
was a necessity to think of an experiment to generate intuitive manipulation. In 
the process of preparing the training task, by analysing spatial training factors,  
a new visualization-training task was designed. In the process of AR integration, 
the system was implemented by Qualcomm AR in Unity3D with Vuforia portal 
and the final AR-based spatial visualization ability training system is completed 
(Chang & Chen, 2015).

Unity provides for multiple options SDKs which can be used for AR develop-
ment. Vuforia and ARCore are the two most popular SDKs. ARCore provides 
better plane detection, pose tracking, motion tracking, and image recognition than 
Vuforia. The only downside of ARCore is that it runs only on certain older mobile 
phones, but all phones released in the past 3 years have ARCore enabled in them. 
ARCore is an SDK provided by Google, which allows for smooth computer vision, 
plane detection and motion tracking in certain Android mobile phones. ARCore 
allows for better AR experiences since it can detect planes (in proper lighting 
conditions) in 2 seconds approximately. ARCore does not require a specific kind 
of hardware since most of the latest processors are capable enough to provide 
computing power required by ARCore. Because of Unity’s popularity, ARCore 
development comes built in with Unity (Kapoor & Naik, 2020).

Vuforia SDK supports different types of targets, both 2D and 3D, including 
multi-target configurations, cylinder targets to track images on a cylindrical sur-
face, image targets without markers, frame markers, and cloud recognition targets 
to track 1 million targets simultaneously. The SDK provides features like localized 
occlusion detections using virtual buttons and image target selection in real time, 
and has the capability to reconfigure and create target sets depending on the sce-
nario. It also supports text target acquisition to recognize and track words. Below 
are some features of this platform (Amin & Govilkar, 2015):
•• Provide faster local detection of targets with the capacity of tracking 5 targets 

simultaneously.
•• Efficient tracking in low light conditions, even if the target is partially covered.
•• Extended tracking capabilities, which enable the app to keep tracking targets and 

helps maintain a consistent reference for augmentations of objects even when 
the targets are no longer visible in real time camera view.

The Vuforia SDK Architecture has components such as (Tran, online: https://
www.academia.edu/7028565/AR_with_Vuforia):

IJREL.2021.7.1.05 p. 5/20 



Nadiia Balyk, Inna Grod, Yaroslav Vasylenko, Galyna Shmyger, Vasyl Oleksiuk

•• Camera. It ensures that every preview frame is captured and passed efficiently 
to the tracker.

•• Image Converter. The pixel-format converter converts from the camera format 
to a format suitable for OpenGL ES rendering and for tracking internally.

•• The tracker component contains computer vision algorithms that detect and 
track real-world objects in camera video frames. The results are stored in a state 
object that is used by the video background renderer and can be accessed from 
the application code. 

•• Video Background Renderer. Rendering the camera image stored in the state 
object.

•• Application Code. Query the state object for newly detected targets, markers or 
uploaded states of these elements.

•• Rendering of augmented graphics overlay.
•• Device Database. It is created using the online Target Manager.
•• Cloud Database. It can be created using the Target Manager or the Vuforia Web 

Services API.
•• User-Defined Targets. This feature allows for creating targets on the fly from 

the current camera image.
•• Word targets. The Vuforia SDK can recognize words and track them similarly to 

other type of targets, with two available recognitions, “Words” and “Characters”.

An Example of the Authors’ Implementation of Methodology 

To illustrate our approach to the study of AR development platforms, we will show 
an example of one task. It will be created as a project in an integrated development 
environment. The students’ task is to create a real-time label for activating virtu-
ally animated objects which form an AR.

We based our work on the integrated approach of S. Semerikov and his col-
leagues. According to their approach, ideas are developed using standard objects 
and implemented in a visual design environment. Assigning new properties to 
standard objects and creating new ones is performed in the associated object-
oriented programming environment (Syrovatskyi, Semerikov, Modlo, Yechkalo 
& Zelinska, 2018).

Students implemented this project in three stages: creation of tags; working 
with the scene; compilation of the project for mobile platforms.

The Unity Platform was chosen for the project. It has a free version compatible 
with Windows. To create the project, students used such components as: Unity 
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2019.4.5f1, Android Build Support, iOS Build Support, Vuforia Augmented Reality 
Support, WebGL Build Support, and Windows Build Support.

At the first stage, students created a project. To use Vuforia in the Unity-
project, students registered on its official website (online: https://developer.vuforia.
com/) and received a license. This is required to create the Vuforia plugin. Our 
students created ARTag. A tag (ARTag) is a marker to the appearance of a virtu-
ally animated object within the real world. To create it, students deploy a tags 
database. In general, everyone could choose any image as a tag. For example, 
in one of the student projects, such an image was the Hryvnia – the Ukrainian 
national currency.

In the second stage, students worked with the scene. They had to add a plug-
in camera and a database to the project. To test the effectiveness of the marker, 
developers had to turn on the camera on the laptop, expand the project and show 
the hryvnia banknote or its image. 

Next, students worked with models from the Asset Store. The model is an 
animated virtual object. In addition to the store, advanced students had the op-
portunity to create it themselves, for example in 3D Max Studio. For example,  
a condor bird was developed as an object.

To check the correctness of the import of the model into the project, develop-
ers check the ability to control its parameters such as: position, image size, and 
rotation. 

Later, using ImageTarger, students linked the label to the model. This is  
a father-daughter relationship. As a result, the condor became a subsidiary of the 
hryvnia. Now, if a student photographs a hryvnia with a smartphone and points 
the camera at the condor image, the bird will fly away. This will happen because 
it is downloaded with the finished animation.

 

Figure 1. Technological chain of creation of AR objects in physical 
space.
S o u r c e: Own work.
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Figure 1 shows the sequential steps in the technological chain of construction 
of AR objects in the physical space.

In the third stage, students compile the project for mobile platforms. In the 
first stage, students needed to download the .apk file to their smartphones and 
install the application.

 

Figure 2. What we see on a smartphone.
S o u r c e: Own work.

The next step is to download the library of objects needed to compile the ap-
plication to the phone. To compile the whole project, we also need to download 
the library system (which depended on the OS version of the mobile phone). Then, 
the scenes that are being worked on need to be transferred. The object is compiled 
together with the libraries and must now be copied to the phone in a folder within 
the internal storage of the phone.

The most interesting part is the demonstration of a created virtual object 
through a smartphone, whose camera we direct on the hryvnia (or the correspond-
ing QR code); we will see a flying condor (Figure 2).

Creation of AR Objects with Unity
The behaviour of objects is controlled by the Components are attached to them. 

Unity’s built-in components can be very versatile but we need to go beyond their 
capabilities to meet our own needs. Unity l allows you to create your own compo-
nents using scripts that allow you to activate objects and change their settings. The 
program supports two programming languages: C# and UnityScript, a language 
specifically designed for use with Unity (similar to JavaScript) (Indraprastha & 
Shinozaki, 2009).
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The script interacts with Unity’s internal mechanisms by creating a class 
derived from the built-in MonoBehaviour class. The class name is taken from the 
name you provided when creating the file. The class name and filename must be 
the same so that the script component can be attached to the object. No code will 
be activated unless the script instance is attached to the object.

The first step is to get a link to the component you want to work with. This is 
done using the GetComponent () function. The object components are stored as 
variables. Here is an example in C#:

void Start() {
Rigidbody rb = GetComponent<Rigidbody>();

}

As soon as the link to the component instance appears, students must set its 
properties in the Inspector window:

void Start() {
Rigidbody rb = GetComponent<Rigidbody>();
// Change the mass of the object’s Rigidbody,
rb.mass = 10f;

}

Consider the case of linking objects through variables. The easiest way to find 
the object we need is to add a GameObject type variable with a public access level 
to the script:

public class Enemy : MonoBehaviour {
public GameObject player;
// Other variables and functions...

}

The variable can be seen in the Inspector window. Finding objects is possible 
when there is some information through which they can be identified.

Unity’s script is not like a traditional program where the code runs all the time 
until it completes its task. Instead, Unity periodically delegates script management 
when calling certain declared functions. As soon as the function completes its 
execution, control returns to Unity. These functions are known as event functions 
because they are activated by Unity in response to events that occur. Unity uses a 
naming scheme to determine which function to call for an event. Unity has many 
features of events.

The key concept in programming is to change the position, state and behaviour 
of objects right before drawing a frame. Such a code in Unity is usually placed 
in the Update function. Update is called before the frame is drawn and before the 
animations are calculated:

void Update() {
float distance=speed*Time.deltaTime*Input.
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GetAxis(“Horizontal”);
transform.Translate(Vector3.right * distance);

}

Sometimes it is advisable to be able to make additional changes at a time when 
the object of the scene worked with the functions Update and FixedUpdate and 
calculated all the animations. An example is when a script code has to override an 
animation effect (say, make the character’s head return to the target in the scene). 
In such situations, students can use the LateUpdate function:

void LateUpdate() {
Camera.main.transform.LookAt(target.transform);

}

private void FixedUpdate() {
	transform.Rotate(1, 2, 3); 
//1 - angle for the X axis, 2 - angle for the Y axis, 
//3 - angle for the Z axis

}
A more specific version of the FixedUpdate function:

void FixedUpdate() {
		  if (Input.GetKey(KeyCode.RightArrow)) 	
transform.Rotate(0, 0, 2);

if (Input.GetKey(KeyCode.LeftArrow)) transform.
Rotate(0, 0, -2);

if (Input.GetKey(KeyCode.UpArrow)) transform.
Rotate(2, 0, 0);

if (Input.GetKey(KeyCode.DownArrow)) transform.
Rotate(-2, 0, 0);
}

It is useful to be able to call on the initialization function before any updates 
occur. The Start function is called before the first frame or physics of the object is 
updated. The Awake function is called for each object when the scene is loaded. 
For different objects, the Start and Awake functions are called in a different order, 
all Awake will be executed before the first Start is called. This means that the code 
in the Start function can use everything that was done in the Awake phase.

Using the UnityGUI to Create Augmented Reality Objects
By creating augmented reality objects, students can immediately work with a 

graphical user interface (GUI). This will concern programming controls (objects 
of the Controls class) using UnityGUI.

UnityGUI controls the use of a special OnGUI() function that calls each frame 
as long as the script in which it resides runs.

Here is an example of a GUI control structure:
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//JavaScript
function OnGUI() {

// Make a background box
GUI.Box (Rect (10,10, 100, 90), “Loader Menu”);
// Make the first button. 
// If it is pressed, Application.Loadlevel(1) will be 

executed
if (GUI.Button (Rect (20,40,80,20), “Level 1”)) {

Application.LoadLevel(1);
}
// Make the second button.
if (GUI.Button (Rect (20, 70, 80, 20), “Level 2”)) {

Application.LoadLevel(2);
}

}

The GUI.Box(Rect(10,10,100,90), “Loader Menu”) string is a typical schema 
declaration for controls. Since the code in the OnGUI () method is called upon 
when drawing each frame, we do not need to explicitly create or delete GUI con-
trols. The line declaring control essentially creates it. If we want to display the 
controls at a certain point in time, we can use any kind of programming logic to 
do this.

The following GUI.Button() code is called only every second, so the but-
ton will appear and disappear. The user can only click on the button when it is  
visible:

/∗ Flashing button example ∗/
// JavaScript
Function OnGUI() {
 if (Time.time % 2 < 1) {
 if (GUI.Button(Rect(10, 10, 200, 20), “Meet the flashing 
button”)) {

print (“You clicked me!”);
 }
 }
}

As a conclusion, students can use any desired logic to control the display and 
functionality of GUI controls. Three key pieces of information are required to 
determine GUI control: Type, Position, and Content. Note that this is a structure, 
a function with two arguments. The types of control are determined by calling 
the Unity GUI class or GUILayout class function. All other types of controls are 
described on the developer’s site, in the Controls section.

IJREL.2021.7.1.05 p. 11/20 



Nadiia Balyk, Inna Grod, Yaroslav Vasylenko, Galyna Shmyger, Vasyl Oleksiuk

The second argument for GUI controls is the content that will be displayed in 
the control. To display text, you must pass a string as an argument, for example, 
as follows:

/∗String Content example ∗/
// JavaScript
function OnGUI() {

GUI.Label(Rect(0,0,100,50), “This is the text string for a 
Label Control”);

}
To display a picture, students must declare a variable of type Texture2D and 

pass its name as an argument, for instance:
/∗Texture2D Content example ∗/
// JavaScript
var controlTexture : Texture2D;
function OnGUI() {

GUI.Label(Rect(0, 0, 100, 50), controlTexture);
}

There is also a third option in the GUI control that allows you to display both 
text and pictures together. You can pass a GUIContent object as a “content” argu-
ment and define a picture line to display in GUIContent.

/∗ Using GUIContent to display an image and a string ∗/
// JavaScript
var icon : Texture2D;
function OnGUI() {

GUI.Box(Rect(10, 10, 100, 50), GUIContent(“This is 
text”, icon));
}

Finally, we will talk about the creation and implementation of augmented 
reality work. It is impossible not to mention the call-backs which are used when it 
comes to the appearance and disappearance of objects in the display of any camera. 
Instead of waiting for answers to continue running the program, JavaScript keeps 
executing while waiting for other events.

The MonoBehaviour class, which is the parent of each script created by stu-
dents in Unity, has methods that are called when an object becomes visible / invis-
ible to any of the existing cameras. A message is sent to all scripts attached to the 
renderer. This is useful for avoiding computations which are only needed when 
the object is visible. OnBecameVisible() is called when an object is visible to any 
camera, whereas OnBecameInvisible() is called when the object is not visible.

To zoom in or out on an object when it is displayed on the screen, follow these 
steps:
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•• add the object to the Vuforia database;
•• create an ObjectTransform script and connect it to an object whose scale will 

be resized;
•• implement the script:

bool bVisible = false;
void OnBecameVisible() {

bVisible = true;
}
void OnBecameInvisible() {

bVisible = false;
}
void Update() {

if (!bVisible)
return;

if (Input.mouseScrollDelta.x < 0 || Input.
mouseScrollDelta.y < 0) {

Vector3 scale = transform.LocalScale;
scale.x -=0.1f; scale.y -=0.1f; scale.z -= 

0.1f;
transform.LocalScale = scale;

}
if (Input.mouseScrollDelta.x > 0 || Input.

mouseScrollDelta.y > 0) {
Vector3 scale = transform.LocalScale;
scale.x +=0.1f; scale.y +=0.1f; scale.z += 

0.1f;
ransform.LocalScale = scale;

}
}

•• run and check the result.
•• To be able to rotate the object along the Z axis, it is necessary to:
•• add the following code to the ObjectTransform script:

if (!Input.GetMouseButton(0))
return;

float rotX = Input.GetAxis(“Mouse X”) * 5;
transform.Rotate(0, rotX, 0);

•• run and check the result.
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The Pedagogical Aspects and Conditions of the Introduction of 
AR Technologies in the Educational Process

The processes of implementation of VR and AR technologies are quite active 
and have a wide range of uses. In the near future, augmented reality will become  
a popular method for learning at schools, universities, colleges, and even for chil-
dren in home schooling. The effectiveness of the use of AR in education is due to 
three features:
•• contextuality, 
•• interactivity,
•• spaciousness.

Contextuality is the natural introduction of virtual objects into the surround-
ing space so that they do not seem something superfluous and alien. The actual 
environment and virtual objects, which are essentially just pieces of code, are 
shown together and in a complex way – and thus create a single holistic picture.

The second advantage of using AR in education is interactivity. This means 
that you can interact with virtual objects as if they were real: move, relocate, and 
even destroy them; only the physical aspects, such as touch, smell, feel, etc. are 
absent. This level is still unattainable using present technologies.

The third feature is spaciousness. Educational AR applications offer interac-
tion with three-dimensional virtual objects which have their own coordinates in 
space. The user can move freely in space to view the augmented reality object 
from different angles.

The visual representation of the object of study and its visualization arouses 
interest. Live animations with which you can fully interact are much more interest-
ing than static pictures and schematic images.

In education, AR-applications are effective because they allow you to visually 
study and work with devices or objects, access to which is extremely difficult to 
obtain in real life.

In today’s realities in education, the use of AR and VR technologies has  
a number of limitations. The introduction of such technologies is associated with 
many financial and material difficulties: the high cost of equipment, lack of a large 
number of quality programs and, consequently, the need to develop them, and, 
most importantly, little experience in using this technology from teachers who 
need additional training.

The total number and variety of existing applications using AR and VR tech-
nologies specifically designed for education is quite modest. To change the situa-
tion, of course, requires state support for such projects and the presence of initia-
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tives by the educational community. Creating even a small VR application, for 
example, in the field of history, requires the involvement of many specialists: 
historians, artists, programmers, cultural specialists, etc., as well as appropriate 
technical support. This requires support from the state and major corporations 
which are interested in training professionals with competencies in modern areas 
of information technology.

It is clear that the use of AR technologies in education will have a significant 
effect but the standard time limits for school lessons and classes in universities 
and colleges will significantly disrupt existing programs because the time spent 
using these technologies will change the curriculum. This will increase the time 
spent by teachers and lecturers on the preparation of relevant educational material. 
Therefore, for the introduction of AR technology in the educational process, there 
is a need to adjust educational programs and curricula in order to include new 
disciplines specializing in AR technologies or the inclusion of relevant modules 
or topics in existing disciplines. In addition, it is necessary to make changes in the 
evaluation of labour for teachers.

The use of technologies such as AR and VR reality not only make educational 
programs innovative, but also significantly strengthen the position of educational 
institutions on the market of educational services. The use of AR- and VR-reality 
technologies by educational institutions contributes to their perception as modern, 
advanced and high-tech educational institutions.

Although VR and AR technologies have a great potential for improving student 
achievement, they can be a significant distraction. Examples of the use of technol-
ogy show an increase in interest in the learning process. However, in the case of 
excessive fascination with the form to the detriment of the content, the effect may 
be reversed.

In order to determine the prospects for the introduction of AR technologies 
in the educational process, as well as to identify the attitude of the teaching staff 
and student audience to new learning technologies, we conducted a survey in the 
form of an expert interview. It was attended by 16 respondents from the teaching 
staff and 48 university students of various specialties.

The opinions and assessments of the experts involved regarding the use of 
specialized AR applications are extremely positive. Teachers are ready to use 
AR applications in their professional activities, provided they are adapted to the 
conditions of teaching disciplines. In addition, respondents spoke in favour of  
a positive outlook for the overall use of AR applications in the educational proc-
ess, emphasizing the special relevance of such technologies in practice-oriented 
specialties such as biology, medicine, physics, and chemistry.

Due to the unprecedented speed of development and introduction of digital 
technologies in all spheres of human activity, educational institutions are actively 
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implementing the latest learning forms that not only improve the quality of edu-
cation, but also increase competitiveness of educational institutions on the global 
educational market.

Conclusions

The augmented reality technology has a great educational potential. It creates 
opportunities for the transfer of elements from the virtual world into the real one. 
Augmented reality can complement the things that we are able to see, hear, or feel 
with virtual, sometimes non-existent or ideal objects.

The conducted survey allows researchers to speak about the high degree of 
relevance and demand in the fields of higher and secondary education for the use 
of the latest AR and VR technologies, as well as to remark upon the very active 
process of implementing virtual education technologies in Ukrainian and foreign 
educational institutions.

Therefore, the problem of developing a methodology for teaching students 
to create such applications and services is in demand. In particular, this problem 
is relevant in the case of training future teachers of computer science. After all, 
they will teach future generations these and newer technologies. The possibili-
ties of augmented reality in combination with 3D modelling and interactivity are 
of particular importance for students of natural and technical specialties. In this 
work, based on the analysis of different platforms for creating applications with 
augmented reality, we have developed our methodology based on an integrated 
example of creating an AR-project in Unity, which is implemented at Ternopil 
National Pedagogical University.

Our students implemented it during the following stages: creating tags; work 
with the scene; and, compilation of the project for mobile platforms. In the process 
of learning, we observed students’ interest in the objects of study. It can be argued 
that the technologies of AR and VR reality, which are actively updating every day, 
have a great potential for development and future prospects in education.
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Metodologia wykorzystania technologii rozszerzonej rzeczywistości  
w szkoleniu przyszłych nauczycieli informatyki

S t r e s z c z e n i e

Artykuł zawiera przegląd koncepcji rozszerzonej rzeczywistości. Na podstawie analizy lite-
ratury autorzy twierdzą, że technologia rzeczywistości rozszerzonej wzbogaca ludzkie doznania  
o dane cyfrowe. Wprowadzenie aplikacji i usług rzeczywistości rozszerzonej daje szansę na zwięk-
szenie realizmu badań; dostarcza wrażeń emocjonalnych i poznawczych. Może więc być skutecz-
nym narzędziem do organizacji nauki w szkołach i na uczelniach.

Technologie rzeczywistości rozszerzonej mogą być również interesujące jako przedmiot ba-
dań. Dlatego naukowcy muszą zaprojektować, opracować i przetestować odpowiednie metodologie.
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Autorzy artykułu przeanalizowali kilka platform do tworzenia aplikacji rozszerzonej rzeczy-
wistości. Wśród nich wybrano Unity, Vuforia i 3d-Studio. Korzystając z nich, autorzy opracowali 
fragment treści kształcenia zawierający instrukcje tworzenia aplikacji rozszerzonej rzeczywisto-
ści. Artykuł zawiera relację autora z procesu kształcenia przyszłych nauczycieli informatyki na 
Narodowym Uniwersytecie Pedagogicznym im. Włodzimierza Hnatiuka w Tarnopolu (Ukraina). 
Na podstawie badania autorzy twierdzą, że studenci wykazywali duże zainteresowanie technolo-
giami rozszerzonej rzeczywistości i treścią ich szkoleń.

S ł o w a  k l u c z o w e: rzeczywistość rozszerzona, rzeczywistość wirtualna, zestaw narzędzi dla 
programistów do rzeczywistości rozszerzonej, zestaw do tworzenia oprogramowania, zintegrowa-
ne środowisko programistyczne

Надежда Балык, Инна Грод, Ярослав Василенко, Галина Шмигер, Василий Олексюк

Методика использования технологии дополненной реальности  
в подготовке будущих учителей информатики

А н н о т а ц и я

Статья содержит обзор концепции дополненной реальности. Основываясь на анализе 
литературы, авторы утверждают, что технология дополненной реальности обогащает чело-
веческие ощущения цифровыми данными. Внедрение приложений и сервисов дополненной 
реальности дает возможность повысить реалистичность исследований; обеспечивает эмо-
циональный и познавательный опыт. Так что это может быть эффективным инструментом 
для организации обучения в школах, колледжах и университетах.

Технологии дополненной реальности также могут быть интересны как объект изучения. 
Для этого ученым необходимо спроектировать, разработать и опробовать соответствующие 
методологии.

Эта статья содержит один из компонентов таких методов. Авторы проанализировали 
несколько платформ для создания приложений дополненной реальности. Unity, Vuforia и 
3d-Studio были выбраны среди них. Используя их, авторы разработали фрагмент содержания 
образования. Он содержит инструкции по созданию приложения дополненной реальности. 
Статья содержит авторский отчет о процессе подготовки будущих учителей информатики 
в Тернопольском национальном педагогическом университете им. В. Гнатюка (Украина). На 
основе проведенного исследования авторы утверждают, что студенты проявляли значитель-
ный интерес к технологиям дополненной реальности и содержания их обучения.

К л ю ч е в ы е  с л о в а: дополненная реальность, виртуальная реальность, инструментарий 
разработчика программного обеспечения дополненной реальности, комплект разработки 
программного обеспечения, интегрированная среда разработки
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La metodología de uso de la tecnología de realidad aumentada en la formación  
de futuros docentes de informática

R e s u m e n

El documento contiene la revisión del concepto de realidad aumentada. Según el análisis de la 
literatura, los autores afirman que la tecnología de realidad aumentada enriquece las sensaciones 
humanas con datos digitales. La introducción de aplicaciones y servicios de realidad aumentada 
brinda la oportunidad de aumentar el realismo de la investigación; Proporciona experiencia emocio-
nal y cognitiva. Por lo tanto, puede ser una herramienta eficaz para la organización del aprendizaje 
en escuelas, colegios y universidades.

Las tecnologías de realidad aumentada también pueden ser interesantes como objeto de estudio. 
Para hacer esto, los científicos necesitan diseñar, desarrollar y probar metodologías apropiadas.

Este documento contiene uno de los componentes de tales técnicas. Los autores analizaron 
varias plataformas para crear aplicaciones de realidad aumentada. Unity, Vuforia y 3d-Studio 
fueron elegidos entre ellos. Utilizándolos, los autores desarrollaron una parte del contenido de la 
educación. Contiene instrucciones para crear una aplicación de realidad aumentada. El documento 
contiene el relato de los autores sobre el proceso de formación de futuros profesores de informática 
en la Universidad Pedagógica Nacional Ternopil Volodymyr Hnatiuk (Ucrania). Según el estudio, 
los autores afirman que los estudiantes mostraron un interés significativo en las tecnologías de 
realidad aumentada y el contenido de su formación.

P a l a b r a s  c l a v e: realidad aumentada, realidad virtual, kit de herramientas para desarrolladores 
de software de realidad aumentada, kit de desarrollo de software, entorno de desarrollo integrado
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